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Effective resistance (ER) is a fundamental metric for measuring node similarities in a graph, and it finds

applications in various domains including graph clustering, recommendation systems, link prediction, and

graph neural networks. The state-of-the-art algorithm for computing effective resistance relies on a landmark

technique, which involves selecting a node that is easy to reach by all the other nodes as a landmark. The

performance of this technique heavily depends on the chosen landmark node. However, in many real-life

graphs, it is not always possible to find an easily reachable landmark node, which can significantly hinder the

algorithm’s efficiency. To overcome this problem, we propose a novel multiple landmarks technique which

involves selecting a set of landmark nodesV𝑙 such that the other nodes in the graph can easily reach any one

of a landmark node inV𝑙 . Specifically, we first propose several new formulas to compute ER with multiple

landmarks, utilizing the concept of Schur complement. These new formulas allow us to pre-compute and

maintain several small-sized matrices related toV𝑙 as a compact index. With this powerful index technique,

we demonstrate that both single-pair and single-source ER queries can be efficiently answered using a newly-

developedV𝑙 -absorbed random walk sampling orV𝑙 -absorbed push technique. Comprehensive theoretical

analysis shows that all proposed index-based algorithms achieve provable performance guarantees for both

single-pair and single-source ER queries. Extensive experiments on 5 real-life datasets demonstrate the high

efficiency of our multiple landmarks-based index techniques. For instance, our algorithms, with a 1.5 GB index

size, can be up to 4 orders of magnitude faster than the state-of-the-art algorithms while achieving the same

accuracy on a large road network.
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algorithms.
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1 INTRODUCTION
Effective resistance [51] is a fundamental metric to measure node similarities of a graph. Given an

undirected graph G and two nodes 𝑠, 𝑡 , the effective resistance between 𝑠 and 𝑡 , denoted by 𝑟 (𝑠, 𝑡),
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is equivalent to (up to a constant factor) the expected number of steps taken by a random walk

starting from 𝑠 , visiting 𝑡 , and coming back to 𝑠 [51]. Intuitively, a small 𝑟 (𝑠, 𝑡) indicates a high
similarity between 𝑠 and 𝑡 . This is because a small effective resistance implies that it is relatively

easy for a random walk starting from 𝑠 to reach 𝑡 , and vice versa. In other words, the nodes 𝑠 and

𝑡 are more likely to be well-connected or have similar neighbors in the graph, suggesting a high

degree of similarity between them. Compared to the classic shortest-path distance metric, effective

resistance is often more robust to noise, such as the deletion or insertion of a small number of

edges in a graph, as it considers all possible paths [28, 51].

The effective resistance metric has found wide applications in graph data management and

mining, including clustering in geo-social networks [47], long-tail recommendation systems [64],

link prediction in social networks [45], and anomaly detection in time-varying graphs [50]. Recently,

it has also been employed to analyze the over-squashing problem in graph neural networks

[32, 52]. These applications leverage the power of effective resistance to capture and quantify

node similarities in various graph-based scenarios.

Despite many efforts have been made to compute effective resistance in various studies [28, 42,

49, 62], there is still a lack of an efficient and provable algorithm for computing effective resistance

on large graphs. Recently, Peng et al. [42] proposed several efficient algorithms to compute single-

pair effective resistance using an 𝐿-step random-walk sampling technique. They proved that their

algorithms achieve sub-linear time complexity with respect to the size of the graph when the

underlying graph has bounded mixing time. Building upon this, Yang et al. [62] further improved

the algorithm by reducing the required length of 𝐿 while maintaining accuracy. However, a major

limitation of these algorithms is that when the desired absolute error is small, the random walk

length 𝐿 can still be very large. Additionally, these algorithms can only compute single-pair effective

resistance and would need to be invoked𝑛−1 times to compute the single-source effective resistance,

resulting in significant computational cost.

In addition to the work by Yang et al. [62], Liao et al. [28] proposed an alterative random walk

sampling algorithm for effective resistance computation, which utilizes a landmark node. This

algorithm is considered as the state-of-the-art for both single-pair and single-source effective

resistance caculations on large real-life graphs, as demonstrated in our experiments. The key idea

behind their algorithm is as follows: rather than performing random walks from the source node 𝑠

to the target node 𝑡 , random walks are conducted from both 𝑠 and 𝑡 towards an easily reachable

node (e.g., the highest-degree node), referred to as the landmark node. By terminating the random

walk once it hits the landmark node, the random walk sampling process can be executed quickly.

The estimated value of 𝑟 (𝑠, 𝑡) is then derived based on these random walks. Additionally, the

landmark idea is also extended to develop a random spanning tree sampling technique to compute

both single-pair and single-source effective resistance. A notable advantage of their algorithms for

computing single-pair effective resistance is that it only requires exploration of a small portion of

the graph, resulting in high efficiency. However, a limitation of this approach is that its performance

heavily relies on the selection of an appropriate landmark node. In cases where finding an easily

reachable landmark node is challenging, such as in road networks, their algorithm may yield poor

performance, as observed in our experiments.

To overcome this problem, in this work, we propose a novel multiple landmarks technique based

on several newly-developed effective resistance formulas. This technique allows us to strategically

select a set of multiple landmark nodes, denoted by V𝑙 , which in turn enables faster random

walk sampling. By leveraging the multiple landmarks technique, we develop a novel, efficient

and provable index-based approach to efficiently compute both the single-pair and single-source

effective resistance queries. More specifically, we first propose three new effective resistance

formulas with multiple landmarks, using a classic concept of Schur complement [12]. Based on these
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new formulas, we can pre-compute and maintain several small-sized matrices, which are related to

the landmark node setV𝑙 , as a compact index. To construct the index, we develop two efficient and

provable Monte Carlo algorithms based on several interesting and newly-discovered probability

interpretations of the Schur complement. Armed with our indexing technique, we propose new and

provableV𝑙 -absorbed random walk andV𝑙 -absorbed push algorithms to efficiently answer both

the single-pair and single-source effective resistance queries. We show that the state-of-the-art

algorithm based on a single landmark node is a special case of our algorithms. In addition, we also

present a comprehensive theoretical analysis of our algorithms, and the results demonstrate that

all our algorithms can achieve an 𝜖-absolute error guarantee while taking only sub-linear time.

Finally, we conduct extensive experiments using 5 real-life graphs to evaluate our algorithms, and

the results show that our algorithms are substantially faster than the state-of-the-art algorithms

while maintaining the same accuracy level. To summarize, the main contributions of this paper are

as follows:

New theoretical results. We propose three new formulas to compute the effective resistance

with multiple landmarks V𝑙 . We propose novel and interesting probability interpretations of

the Schur complement of a graph w.r.t. the landmark nodes set V𝑙 . We believe that these novel

probability interpretations could be of independent interest. In addition, we also establish several

novel connections among effective resistance and three new concepts calledV𝑙 -absorbed random

walk,V𝑙 -absorbed push, andV𝑙 -rooted random spanning forest. We present detailed theoretical

analysis for all our algorithms and the results show that all of them can achieve provable accuracy

guarantee and take sub-linear running time.

Novel index-based algorithms.We propose novel index-based approaches to both single-pair

and single-source effective resistance computations. Specifically, we first propose several novel

techniques to construct the index, includingV𝑙 -absorbed randomwalk sampling,V𝑙 -rooted random

spanning forest sampling, and loop-erased random walk sampling. Then, armed with our index,

we develop two new V𝑙 -absorbed random walk and V𝑙 -absorbed push algorithms to efficiently

answer both the single-pair and single-source effective resistance queries. We show that the time

complexity of our query processing algorithms is strictly lower than the state-of-the-art (SOTA)

algorithms.

Extensive experiments.We conduct comprehensive experiments on 5 large real-life graphs to

evaluate our algorithms. The results show that by selecting a small set of landmark nodes, our

algorithms can be up to 4 orders magnitude faster than the SOTA algorithms for both single-pair and

single-source effective resistance computations, when achieving the same accuracy. For example,

on the Road-PA dataset (1.09 million nodes, 1.54 millon edges), our algorithms takes 0.19 and

30 seconds to achieve a relative error 0.05 for single-pair and single-source queries respectively,

while the SOTA algorithm consumes 184 and 2 × 10
4
seconds respectively. Additionally, the

results also show that our index can be constructed very efficiently and uses acceptable space. For

instance, on Road-PA dataset, our index can be built within 788 seconds using 1493 MB spaces. For

reproducible purpose, the source code of the paper can be found at https://github.com/mhliao0516/

EffectiveResistanceMultipleLandmark.

2 PRELIMINARIES

Notations and definitions. Let G = (V, E) be an undirected graph with |V| = 𝑛 nodes and

|E | =𝑚 edges. For a node 𝑢, denote byN(𝑢) the set of neighbor nodes of 𝑢. Let A be the adjacency

matrix of G and D be the diagonal degree matrix with D𝑢𝑢 = 𝑑 (𝑢) = |N (𝑢) |. Let L be the Laplacian

matrix of G defined as L = D−A. Without loss of generality, we assume that the graph is connected
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Table 1. Frequently used notations.

Notation Description Notation Description

G = (V, E) An undirected graph G with node set V and edge set E G/V𝑙 , H The real and estimated Schur complement graph

D,A, L The degree matrix, adjacency matrix and Laplacian matrix of G, respectively G\V𝑙 The remaining graph by regarding V𝑙 as an extended node

P The probability transition matrix of G P𝑟 (P𝑓 ) The random walk (spanning forest) probability matrix

¯𝑑 , ΔG The average degree and the diameter of G p𝑢 The 𝑢-th row of the matrix P𝑟 (P𝑓 )
V𝑙 ,U The landmark node set V𝑙 and the remaining node set U 𝜆 The spectral radius of the matrix P

LUV𝑙 (PUV𝑙 ) The sub-matrix of L (P) with rows indexed by U and columns indexed by V𝑙 𝜆V𝑙 The spectral radius of the matrix PUU
L/V𝑙 , LH The real and estimated Schur complement of the landmark node set V𝑙 𝜖 The absolute error threshold

(if the graph is disconnected, we can consider each connected component separately). For any

𝑛-nodes connected graph, the Laplacian matrix L has a rank 𝑛 − 1, thus the inverse of L does

not exist. Let 0 = 𝜇1 ≤ · · · ≤ 𝜇𝑛 be the eigenvalues of L, and u1, · · · , u𝑛 be the corresponding

eigenvectors. The eigen-decomposition of L is L =
∑𝑛

𝑖=2
𝜇𝑖u𝑖u𝑇𝑖 , because 𝜇1 = 0. Based on this, the

classic Moore-Penrose pseudo-inverse of L can be defined as L† =
∑𝑛

𝑖=2

1

𝜇𝑖
u𝑖u𝑇𝑖 . Given a graph G

and two nodes 𝑠, 𝑡 , the effective resistance (ER) between 𝑠 and 𝑡 is defined as

𝑟 (𝑠, 𝑡) = (L†)𝑠𝑠 + (L†)𝑡𝑡 − 2(L†)𝑠𝑡 . (1)

Eq. (1) is often used for computing the ER. However, as shown in [12], the ER can also be computed

by the so-called 𝑔-inverse of L. Specifically, the 𝑔-inverse of L, denoted by H, is a symmetric matrix

that satisfies LHL = L. Then, 𝑟 (𝑠, 𝑡) can be determined by the following formula:

𝑟 (𝑠, 𝑡) = (H)𝑠𝑠 + (H)𝑡𝑡 − 2(H)𝑠𝑡 . (2)

Notice that the 𝑔-inverse of L is not unique. Thus, we can compute effective resistance once we

construct any 𝑔-inverse of L. Random walk is a random process on graphs. In each step, a random

surfer jumps to the neighbor of the current node 𝑢 with probability
1

𝑑 (𝑢 ) . The probability transition

matrix is defined as P = D−1A. The commute time 𝑐 (𝑠, 𝑡) between two nodes 𝑠, 𝑡 is the expected

number of steps of the random walk starting from 𝑠 , visiting 𝑡 , and then coming back to 𝑠 . It is well

known that the commute time is closely related to ER, i.e., 𝑐 (𝑠, 𝑡) = 2𝑚 × 𝑟 (𝑠, 𝑡) [51]. The hitting
time ℎ(𝑠, 𝑡) between two nodes 𝑠, 𝑡 is the expected number of steps of the random walk starting

from 𝑠 and visiting 𝑡 for the first time. Similarly, the hitting time ℎ(𝑠,V𝑙 ) is the expected number of

steps of the random walk starting from 𝑠 and visiting a node setV𝑙 for the first time.

Let L𝑣 be a sub-matrix of L which is obtained by deleting the 𝑣-th row and the 𝑣-th column of L.
Unlike L, the inverse of L𝑣 exists for any node 𝑣 . Recently, Liao et al. [28] shows that ER can also be

computed based on the matrix L𝑣 :

𝑟 (𝑠, 𝑡) = (L−1

𝑣 )𝑠𝑠 + (L−1

𝑣 )𝑡𝑡 − 2(L−1

𝑣 )𝑠𝑡 , 𝑢1, 𝑢2 ≠ 𝑣 ; (3)

𝑟 (𝑢, 𝑣) = (L−1

𝑣 )𝑢𝑢 . (4)

Note that both Eq. (3) and Eq. (4) always hold for any node 𝑣 . This is because it is easy to verify that[
L−1

𝑣 0
0𝑇 0

]
is a 𝑔-inverse of L. Substituting the 𝑔-inverse into Eq. (2), we can obtain Eq. (3) and Eq. (4).

Moreover, similar to the shortest path distance, effective resistance is also a distance metric [12].

Notably, given three distinct nodes 𝑠, 𝑡, 𝑣 , the effective resistance satisfies 𝑟 (𝑠, 𝑣) + 𝑟 (𝑣, 𝑡) > 𝑟 (𝑠, 𝑡).
Based on Eq. (3) and Eq. (4), it is easy to derive that the difference is exactly 2(L−1

𝑣 )𝑠𝑡 . Thus, to
compute 𝑟 (𝑠, 𝑡), the existing method [28] first compute the effective resistance distance from 𝑠, 𝑡

to the landmark node 𝑣 . Then, efficient approximate methods are designed to approximate the

difference 2(L−1

𝑣 )𝑠𝑡 . Table 1 lists the notations that are frequently used in this paper.

Problem formulation. Based on the definition of ER, we formulate two ER computation problems

as follows. Note that we do not consider the problem of all-pairs ER computation, since it requires

𝑂 (𝑛2) space to store the results, which is clearly intractable for large graphs.
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Fig. 1. An illustrative example of a graph and its Schur
complement. (a) An example graph G with Laplacian
matrix L, a landmark node setV𝑙 = {𝑣1, 𝑣2, 𝑣3, 𝑣4} is
chosen; (b) The Schur complement graph G/V𝑙 with
Laplacian matrix L/V𝑙 = LV𝑙V𝑙

− LV𝑙UL
−1

UULUV𝑙
;

(c) The remaining graph G\V𝑙 which is obtained by
regarding V𝑙 as an extended node 𝑣𝐸 , that LUU is
matrix obtained by removing the row and column
indexed by 𝑣𝐸 from the Laplacian matrix of G\V𝑙 .
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(a) p𝑢 for𝑢 ∈ U
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(0, 4, 0, 0)

(0, 4, 0, 0)

(0, 0, 0, 4) (0, 0, 0, 4)
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(b) Random walk instances

(c) Random spanning forest instances
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(d) Estamted graph H

Fig. 2. Illustration of several important concepts, con-
tinued. (a) The probability vector p𝑢 for 𝑢 ∈ U. (b) 4

possible randomwalk instances. Suppose that we sam-
ple 4 random walks, the [3, 1, 0, 0]𝑇 vector depicted
near 𝑣5 means that 3 (1, 0, 0) of them hitsV𝑙 by 𝑣1 (𝑣2,
𝑣3, 𝑣4), respectively. (c) 4 possible random spanning
forests instances. (d) Based on the random walk and
random spanning forests instances, we can obtain the
same estimated graphH according to Lemma 3.8.

Definition 2.1 (Single-pair ER computation). Given an undirected graph G = (V, E) and two

nodes 𝑠, 𝑡 with 𝑠 ≠ 𝑡 , the single-pair ER computation problem is to calculate 𝑟 (𝑠, 𝑡).
Definition 2.2 (Single-source ER computation). Given an undirected graph G = (V, E) and a

source node 𝑠 , the single-source ER computation problem is to calculate 𝑟 (𝑠, 𝑡) for every 𝑡 ∈ V .

Note that by definition, computing the exact effective resistance requires calculating the matrix

inverse (or pseudo-inverse) which is typically intractable for large graphs. As a result, existing solu-

tions often focus on deriving an 𝜖-estimation of the effective resistance [28, 42, 62], i.e., outputting

an approximate effective resistance 𝑟 (𝑠, 𝑡) that satisfies |𝑟 (𝑠, 𝑡) − 𝑟 (𝑠, 𝑡) | ≤ 𝜖 with a high probability

(e.g., the failure probability is smaller than 0.01). In this work, we also focus on developing efficient

𝜖-estimation algorithms for both single-pair and single-source ER computation. Below, we first

establish several new effective resistance formulas with multiple landmark nodes, based on which

we will develop a powerful index-based approach to compute single-pair and single-source ER

queries.

3 NEW EFFECTIVE RESISTANCE FORMULAS
Recall that Liao et al. [28] proposed an effective resistance (ER) formula based on the matrix L𝑣
that involves only one landmark node 𝑣 . A natural question arises: can we extend their formula to

handle scenarios with multiple landmark nodes? Note that solving this problem is quite nontrivial

as it needs to incorporate the concept of Schur complement. Specifically, letV𝑙 ⊂ V be a small

set of landmark nodes (e.g., |V𝑙 | ≤ 100), andU = V\V𝑙 be the set of remaining nodes. Denote by

LUU the sub-matrix obtained by deleting the rows and columns indexed by the landmark node

setV𝑙 . Then, L can be represented as L =

[
LUU LUV𝑙

LV𝑙U LV𝑙V𝑙

]
. Based on this block representation, we

formally define the Schur complement of the landmark node setV𝑙 , denoted by L/V𝑙 , as follows.

Definition 3.1. For a node setV𝑙 , the Schur complement ofV𝑙 is L/V𝑙 ≜ LV𝑙V𝑙
−LV𝑙UL

−1

UULUV𝑙
.

New ER formulas. It is well-known that the Schur complement L/V𝑙 is also the Laplacian matrix

of a weighted graph G/V𝑙 [14]. Here we give an illustrative example. As shown in Fig. 1(a), G is

an example graph with 13 nodes. The Laplacian matrix of G is L. By selecting a landmark node
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setV𝑙 = {𝑣1, 𝑣2, 𝑣3, 𝑣4}, and suppose thatU is the remaining node set, we can compute the Schur

complement L/V𝑙 respectively. Then, L/V𝑙 is the Laplacian matrix of a weighted graph G/V𝑙

which is illustrated in Fig. 1(b), whose node set is exactlyV𝑙 . By consideringV𝑙 as an extended node

𝑣𝐸 , we also obtain a graph G\V𝑙 (Fig. 1(c)), where LUU is the matrix obtained by removing the row

and column indexed by 𝑣𝐸 from the Laplacian matrix of G\V𝑙 . Let (L/V𝑙 )† be the pseudo-inverse
of L/V𝑙 . Similar to L𝑣 , the inverse of LUU also exists. Below, we construct a new 𝑔-inverse of L
with the pseudo-inverse of the Schur complement L/V𝑙 . Due to space limits, all the missing proofs

can be found in the full version of this paper [30].

Lemma 3.2. Given a landmark node setV𝑙 and the remaining node setU = V\V𝑙 , a 𝑔-inverse of
L, denoted by 𝐻 , can be constructed as:

H =

[
I L−1

UULUV𝑙

0 I

] [
L−1

UU 0

0 (L/V𝑙 )†
] [

I 0

LV𝑙UL
−1

UU I

]
=

[
L−1

UU + L
−1

UULUV𝑙
(L/V𝑙 )†LV𝑙UL

−1

UU −L−1

UULUV𝑙
(L/V𝑙 )†

−(L/V𝑙 )†L−1

V𝑙ULUU (L/V𝑙 )†

]
.

(5)

Based on Lemma 3.2 and Eq. (1), we present new formulas for ER computation as follows:

Lemma 3.3. (New effective resistance formulas) Given a landmark node setV𝑙 and the remaining
node setU = V\V𝑙 , the effective resistance between any two nodes can be computed by the following
formulas.
(1) For 𝑢1, 𝑢2 ∈ U, we have

𝑟 (𝑢1, 𝑢2) = (L−1

UU )𝑢1𝑢1
+ (L−1

UU )𝑢2𝑢2
− 2(L−1

UU )𝑢1𝑢2

+ (L−1

UULUV𝑙
(L/V𝑙 )†LV𝑙UL

−1

UU )𝑢1𝑢1

+ (L−1

UULUV𝑙
(L/V𝑙 )†LV𝑙UL

−1

UU )𝑢2𝑢2

− 2(L−1

UULUV𝑙
(L/V𝑙 )†LV𝑙UL

−1

UU )𝑢1𝑢2
;

(6)

(2) For 𝑢 ∈ U, 𝑣 ∈ V𝑙 , we have

𝑟 (𝑢, 𝑣) = (L−1

UU )𝑢𝑢 + ((L/V𝑙 )
†)𝑣𝑣

+ (L−1

UULUV𝑙
(L/V𝑙 )†LV𝑙UL

−1

UU )𝑢𝑢
− 2(L−1

UULUV𝑙
(L/V𝑙 )†)𝑢𝑣 ;

(7)

(3) For 𝑣1, 𝑣2 ∈ V𝑙 , we have

𝑟 (𝑣1, 𝑣2) = ((L/V𝑙 )†)𝑣1𝑣1
+ ((L/V𝑙 )†)𝑣2𝑣2

− 2((L/V𝑙 )†)𝑣1𝑣2
.

(8)

By Lemma 3.3, to compute the effective resistance for any two nodes, it is sufficient to calculate

(i) the matrix L−1

UULUV𝑙
(note that there is no need to repeatedly compute LV𝑙UL

−1

UU , because

LV𝑙UL
−1

UU = (L−1

UULUV𝑙
)𝑇 ); (ii) the pseudo-inverse of the Schur complement: (L/V𝑙 )†; and (iii)

the inverse of the Laplacian submatrix: L−1

UU . By Definition 3.1, the Schur complement L/V𝑙 is

closely related to the matrix L−1

UULUV𝑙
. Note the Schur complement is a |V𝑙 | × |V𝑙 | matrix and |V𝑙 |

is often small (e.g., |V𝑙 | ≤ 100), thus (L/V𝑙 )† can be easily computed after obtaining the matrix

L/V𝑙 . As a consequence, for both (1) and (2), the key is to determine the matrix L−1

UULUV𝑙
. Below,

we propose several interesting probability interpretations of the matrix L−1

UULUV𝑙
, based on which

we will develop several novel and efficient sampling techniques to estimate such a matrix.

Novel probability interpretations of L−1

UULUV𝑙
. We first give a random walk interpretation

for each element of the matrix L−1

UULUV𝑙
. For a given set of landmark nodes V𝑙 , we define a
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V𝑙 -absorbed random walk as a random walk that terminates once it reaches any node in the set

V𝑙 . That is to say, for aV𝑙 -absorbed random walk starting from a node 𝑢 ∈ U, it must stop at a

node 𝑣 ∈ V𝑙 . Let 𝜏V𝑙
[𝑢1, 𝑢2] be the expected number of visits to node 𝑢2 in a V𝑙 -absorbed walk

starting from node 𝑢1. Denote by PUU a sub-matrix of the probability transition matrix P = D−1A
obtained by removing the rows and columns indexed by the setV𝑙 . Then, by definition, we have

𝜏V𝑙
[𝑢1, 𝑢2] =

∑∞
𝑘=0
(P𝑘UU)𝑢1𝑢2

. Specifically, (P𝑘UU)𝑢1𝑢2
is the probability that a V𝑙 -random walk

starting from 𝑢1 visits 𝑢2 at the 𝑘-th step. Based on this, we have the following results.

Lemma 3.4. (L−1

UU)𝑢1𝑢2
=

𝜏V𝑙 [𝑢1,𝑢2 ]
𝑑 (𝑢2 ) .

Then, by Lemma 3.4, we can derive an interesting probability interpretation of the matrix

L−1

UULUV𝑙
as follows.

Lemma 3.5. (V𝑙 -absorbed random walk interpretation) Given a node 𝑢 ∈ U and a node 𝑣 ∈ V𝑙 , the
𝑢, 𝑣-th element of the matrix −(L−1

UULUV𝑙
)𝑢𝑣 is the probability 𝑝𝑟𝑢𝑣 that aV𝑙 -absorbed random walk

starts from 𝑢 and terminates at the node 𝑣 ∈ V𝑙 .

Lemma 3.5 indicates that the matrix L−1

UULUV𝑙
can be efficiently estimated by usingV𝑙 -random

walk sampling technique. Below, we further propose a different probability interpretation for

L−1

UULUV𝑙
based on a concept of random spanning forest.

A spanning forest is a subgraph of G with no cycles. For each connected component of a spanning

forest, we specify a node as the root node in a rooted spanning forest. The set of all root nodes is

called the root set R. For convenience, we let the root set be the landmark node setV𝑙 , i.e., R = V𝑙 .

For a tree T with a root node 𝑣 , we call that “𝑢 is rooted at 𝑣” for each node 𝑢 ∈ T . A random

spanning forest with a prescribed root set V𝑙 is a spanning forest uniformly sampled from all

spanning forests of G with the root setV𝑙 . With this concepts, we can derive the following results.

Lemma 3.6. (V𝑙 -rooted random spanning forest interpretation) Given a node 𝑢 ∈ U and a node
𝑣 ∈ V𝑙 , the 𝑢, 𝑣-th element −(L−1

UULUV𝑙
)𝑢𝑣 is the probability 𝑝 𝑓

𝑢𝑣 that in a random spanning forest F
with root setV𝑙 , 𝑢 is rooted at 𝑣 in a tree of F .

Note that each row of the matrix −L−1

UULUV𝑙
sums up to 1, this is because a random walk starts

from a node 𝑢 ∈ U must stop when hitting a node 𝑣 ∈ V𝑙 , thus the probability
∑

𝑣∈V𝑙
𝑝𝑟𝑢𝑣 = 1.

Similarly, in a random spanning forest with root set V𝑙 , each node 𝑢 ∈ U must be root at a

certain landmark node 𝑣 ∈ V𝑙 , the probability
∑

𝑣∈V𝑙
𝑝
𝑓
𝑢𝑣 = 1. We use P𝑟 ∈ R |U |× |V𝑙 |

to denote the

random walk probability matrix where (P𝑟 ∈ R |U |× |V𝑙 | )𝑢𝑣 = 𝑝𝑟𝑢𝑣 , and P𝑓 ∈ R |U |× |V𝑙 |
to denote the

random spanning forest probability matrix where (P𝑓 ∈ R |U |× |V𝑙 | )𝑢𝑣 = 𝑝
𝑓
𝑢𝑣 . Therefore, we have

P𝑟 = P𝑓 = −L−1

UULUV𝑙
by Lemma 3.5 and Lemma 3.6. Then, we can further obtain three new ER

formulas based on the matrices P𝑟 and P𝑓 .

Lemma 3.7. Let p𝑢 be the 𝑢-th row of the matrix P𝑟 (P𝑓 ) for 𝑢 ∈ U, where p𝑢 (𝑣) is the probability
that a random walk from 𝑢 hits 𝑣 ∈ V𝑙 (the probability that in a random spanning forest with root
setV𝑙 , 𝑢 is rooted at 𝑣). Let e𝑢 be a one-hot vector such that the element indexed by 𝑢 is 1 and other
elements are 0. Then, we have:
(1) For 𝑢1, 𝑢2 ∈ U, we have

𝑟 (𝑢1, 𝑢2) = (e𝑢1
− e𝑢2

)𝑇 (L−1

UU ) (e𝑢1
− e𝑢2

)

+ (p𝑢1
− p𝑢2

)𝑇 (L/V𝑙 )† (p𝑢1
− p𝑢2

);
(9)

(2) For 𝑢 ∈ U, 𝑣 ∈ V𝑙 , we have

𝑟 (𝑢, 𝑣) = e𝑇𝑢 L
−1

UUe𝑢 + (p𝑢 − e𝑣)
𝑇 (L/V𝑙 )† (p𝑢 − e𝑣); (10)
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(3) For 𝑣1, 𝑣2 ∈ V𝑙 , we have

𝑟 (𝑣1, 𝑣2) = (e𝑣1
− e𝑣2

)𝑇 (L/V𝑙 )† (e𝑣1
− e𝑣2

) . (11)

A running example. Fig. 2(a) illustrates the probability vector p𝑢 for 𝑢 ∈ U. For example,

p𝑣5
= [0.61, 0.23, 0.11, 0.05]𝑇 means that aV𝑙 -absorbed random walk from 𝑣5 has probability 0.61

(0.23, 0.11, 0.05) to hitV𝑙 by 𝑣1 (𝑣2, 𝑣3, 𝑣4). Also, in a uniformly sampled random spanning forest

with root setV𝑙 , the probability that 𝑣5 is rooted at 𝑣1 (𝑣2, 𝑣3, 𝑣4) is 0.61 (0.23, 0.11, 0.05). This is

intuitive because 𝑣1 is nearer to 𝑣5 than other landmark nodes.

Fig. 2(a) and Fig. 2(b) illustrate the randomwalk and random spanning forests sampling techniques

described above. Specifically, when sampling 4 random walks from each node 𝑢 ∈ U, suppose

that the random walk starts from 𝑣5 hits V𝑙 by 𝑣1 (𝑣2, 𝑣3, 𝑣4) for 3 (1, 0, 0) times (Fig. 2(b)), then

[0.75, 0.25, 0, 0]𝑇 is an approximate of p𝑣5
. Similarly, in the 4 random spanning forests sampled in

Fig. 2(b), in 3 (1, 0, 0) of them 𝑣5 is rooted at 𝑣1 (𝑣2, 𝑣3, 𝑣4). Thus, we can also obtain an approximate

p𝑣5
([0.75, 0.25, 0, 0]𝑇 ) from the random spanning forest instances.

Novel probability interpretations of the Schur complement L/V𝑙 . Based on Lemma 3.5 and

Lemma 3.6, we can derive probability interpretations for the Schur complement L/V𝑙 = LV𝑙V𝑙
−

LV𝑙UL
−1

UULUV𝑙
. Note that LV𝑙UL

−1

UULUV𝑙
is a |V𝑙 | × |V𝑙 | matrix, we have (LV𝑙UL

−1

UULUV𝑙
)𝑣𝑖 𝑣𝑗 =

−(LV𝑙UP𝑟 )𝑣𝑖 𝑣𝑗 =
∑

𝑢∈U, 𝑢∈N(𝑣𝑖 ) −𝑝𝑟𝑢𝑣𝑗 for any 𝑣𝑖 , 𝑣 𝑗 ∈ V𝑙 . In other words, the 𝑣𝑖 , 𝑣 𝑗 -th element of the

matrix −LV𝑙UL
−1

UULUV𝑙
is the sum of the probability of aV𝑙 -absorbed random walk starting from

𝑢 with 𝑢 ∈ U and 𝑢 ∈ N (𝑣𝑖 ) that hits the landmark node 𝑣 𝑗 ∈ V𝑙 . Since
∑

𝑣∈V𝑙
𝑝𝑟𝑢𝑣 = 1 for 𝑢 ∈ U,

we can derive that the 𝑣𝑖 -th row of the matrix sums up to −𝑑V𝑙
(𝑣𝑖 ), where 𝑑V𝑙

(𝑢) = 𝑑 (𝑢) − 𝑑U (𝑢)
denotes the number of nodes 𝑢 that satisfy 𝑢 ∈ V𝑙 and 𝑢 ∈ N (𝑣𝑖 ), and 𝑑U (𝑢) denotes the number

of nodes 𝑢 that meet 𝑢 ∈ U and 𝑢 ∈ N (𝑣𝑖 ). The Schur complement L/V𝑙 is also the Laplacian

matrix of a Schur complement graph, which we denote by G/V𝑙 . Similarly, the same statement

also holds for the spanning forest probability 𝑝𝑟𝑢𝑣 . Thus, together with the matrix LV𝑙V𝑙
, we can

derive probability interpretations of the Schur complement L/V𝑙 .

Lemma 3.8. (Probability interpretations of Schur complement) The Schur complement L/V𝑙 is the
Laplacian matrix of a weighted graph G/V𝑙 with node set V𝑙 , the degree of each node 𝑣 ∈ V𝑙 is
𝑑 (𝑣) −∑𝑢∈N(𝑣)∩U 𝑝𝑟𝑢𝑣 , the weight of each edge (𝑣𝑖 , 𝑣 𝑗 ) for 𝑣𝑖 , 𝑣 𝑗 ∈ V𝑙 is 1{𝑣𝑖 ∼ 𝑣 𝑗 } +

∑
𝑢∈N(𝑣𝑖 )∩U 𝑝𝑟𝑢𝑣𝑗 ,

where 1{𝑣𝑖 ∼ 𝑣 𝑗 } is an indicator variable that equals 1 when 𝑣𝑖 and 𝑣 𝑗 are connected in the original
graph, equals 0 otherwise. The statement still holds when we replace 𝑝𝑟𝑢𝑣 with 𝑝

𝑓
𝑢𝑣 .

Note that Lemma 3.8 shows that we can easily construct the Schur complement L/V𝑙 based on the

probability matrix P𝑟 (or P𝑓 ). In the following section, we will apply such probability interpretations

to design an efficient sampling algorithm to compute the Schur complement. For example, based

on the random walk and random spanning forest samples illustrated in Fig. 2(b) and Fig. 2(c), we

can obtain a weighted, directed graphH as an estimated graph of G/V𝑙 according to Lemma 3.8,

as illustrated in Fig. 2(d).

Discussions. If there is only one landmark node 𝑣 inV𝑙 , then since for each random walk that hits

V𝑙 , it must hit 𝑣 , the probability 𝑝𝑟𝑢𝑣 = 1. According to Lemma 3.8, the Schur complement L/V𝑙 is 0.

Therefore, the pseudo-inverse (L/V𝑙 )† is also 0. As a result, Eq. (5) degrades to:

H =

[
L−1

UU 0
0𝑇 0

]
. (12)

Then, the ER formula Eq. (3) and Eq. (4) can be recovered easily by Eq. (12), indicating that the

result established in [28] is a special case our results.
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4 SINGLE-PAIR ER COMPUTATION
In this section, we propose a novel index-based approach to compute single-pair ER based on the

theoretical results established in Section 3. Recall that the key to compute the ER is to compute

three matrices: (i) P𝑟 (or P𝑓 ), (ii) (L/V𝑙 )†, and (iii) L−1

UU . The basic idea of our approach is as follows.

First, we pre-compute both P𝑟 (or P𝑓 ) and (L/V𝑙 )† and maintain these two matrices as an index.

Clearly, such an index consumes 𝑂 (𝑛 × |V𝑙 |) space. Since |V𝑙 | is often a small constant, the index

only requires a small amount of additional space. Second, armed with the index, we can efficiently

process any single-pair ER query (e.g., 𝑟 (𝑠, 𝑡)) by computing at most three elements of L−1

UU (e.g.,

(L−1

UU)𝑠𝑠 , (L
−1

UU)𝑡𝑡 , and (L
−1

UU)𝑠𝑡 ) based on Lemma 3.7. Below, we first propose two efficient index

construction algorithms, followed by the query processing algorithms.

4.1 Index Construction Algorithms
Our index includes twomatrices P𝑟 (or P𝑓 ) and (L/V𝑙 )†. To compute the matrix P𝑟 (P𝑓 ), it is identical
to calculate L−1

UULUV𝑙
by Lemma 3.5 and Lemma 3.6. Let p𝑣𝑖 be the 𝑣𝑖 -th column of the matrix P𝑟 ,

in which an element denotes the probability that aV𝑙 -absorbed random walk starting from a node

𝑢𝑖 ∈ U hits 𝑣𝑖 ∈ V𝑙 . We can compute p𝑣𝑖 by solving a linear system LUUp𝑣𝑖 = LUV𝑙
e𝑣𝑖 . Thus, a

basic method to compute P𝑟 (P𝑓 ) requires solving |V𝑙 | linear systems. After determining P𝑟 , we
can construct the Schur complement L/V𝑙 by Definition 3.1, and then compute its pseduo-inverse

by eigen-decomposition. Clearly, such a basic method is costly for large graphs, because it needs

to solve |V𝑙 | linear systems. Below, we propose two new and efficient Monte Carlo approaches to

estimate the probability matrix P𝑟 (P𝑓 ).

Index building byV𝑙 -absorbed randomwalk sampling. Based on theV𝑙 -absorbed randomwalk

interpretation (Lemma 3.5), we can construct the index matrices P𝑟 and (L/V𝑙 )† byV𝑙 -absorbed

random walk sampling. We refer to such an alorithm as RwIndex. The detailed algorithm is outlined

in Algorithm 1. Specifically, RwIndex samples a number ofV𝑙 -absorbed random walk from each

node 𝑢 ∈ U, and uses the proportion of walks that hit 𝑣 ∈ V𝑙 as an estimation of (P𝑟 )𝑢𝑣 (Lines 4-6).
Clearly, such an estimation is unbiased by Lemma 3.5. Similarly, by Lemma 3.8, RwIndex constructs
an unbiased estimator for each element of the Schur complement L/V𝑙 (Lines 7-11), resulting in

an estimated Laplacian matrix LH . After that, the algorithm computes the pseudo-inverse of the

matrix LH as the final estimation of (L/V𝑙 )†. Note that although LH is an unbiased estimator of

L/V𝑙 , L
†
H is not necessarily an unbiased estimator of (L/V𝑙 )†. However, this does not affect the

theoretical guarantee of our algorithm as analyzed below.

Theoretical analysis of RwIndex. To analyze the accuracy and complexity of our algorithm, we

need an additional concept, called 𝜖-spectral sparsifier, which is defined as follows:

Definition 4.1. (𝜖-spectral sparsifier) Given two undirected, unweighted graphs G,H with the

same number of nodes, let LH and LG be the Laplacian matrix of G andH . We callH an 𝜖-spectral

sparsifier if for any vector x, (1 − 𝜖)x𝑇LGx ≤ x𝑇LHx ≤ (1 + 𝜖)x𝑇LGx.

We first analyze the sample size needed for RwIndex to constructH as an 𝜖-spectral sparsifier

of the Schur complement graph G/V𝑙 , i.e. the matrix LH satisfies (1 − 𝜖)x𝑇LGx ≤ x𝑇LHx ≤
(1 + 𝜖)x𝑇 LGx. RwIndex constructs the approximated Schur complement graphH by adding edges

to the induced graph with node setV𝑙 when theV𝑙 -absorbed random walk sampled from a node

𝑢 ∈ U and 𝑢 is a neighbor of a node 𝑣 ∈ V𝑙 . According to Lemma 3.8,H is an unbiased estimator

of G/V𝑙 . We have the following Lemma.
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Algorithm 1: RwIndex
Input: Graph G, landmark node set V𝑙 , sample size 𝜔

Output: The estimated index matrices P̃𝑟 and L†H
1 P̃𝑟 ← 0; U ← V\V𝑙 ;

2 Let H be a subgraph of G induced by the node set V𝑙 ;

3 For each edge (𝑢, 𝑣) ∈ H, let 𝑤 (𝑢, 𝑣) = 1 be the weight of (𝑢, 𝑣) ;
4 for 𝑖 = 1 : 𝜔 do
5 for each node 𝑢 ∈ U do
6 Sample a V𝑙 -absorbed random walk from 𝑢; Suppose the terminated node is 𝑣 ∈ V𝑙 , then (P̃𝑟 )𝑢𝑣 ← (P̃𝑟 )𝑢𝑣 + 1

𝜔
;

7 for each node 𝑣 ∈ V𝑙 do
8 for each neighbor node 𝑢 ∈ N(𝑣) ∩ U do
9 if the V𝑙 -absorbed random walk sampled from 𝑢 terminates at 𝑣 then
10 If the edge (𝑢, 𝑣) ∈ H, 𝑤 (𝑢, 𝑣) ← 𝑤 (𝑢, 𝑣) + 1

𝜔
; Otherwise, create a new edge (𝑢, 𝑣) with weight

𝑤 (𝑢, 𝑣) ← 1

𝜔
;

11 Let LH be the Laplacian matrix of the weighted graph H;

12 Compute the pseudo-inverse L†H by eigen-decomposition;

13 return P̃𝑟 , L†H ;

Lemma 4.2. Let ΔG be the diameter of the graph G. When the sample size 𝜔 is larger than
𝑂 ( ΔG |V𝑙 | log𝑛

𝜖2
), the approximated Schur complement graph H in RwIndex is an 𝜖-spectral sparsi-

fier of G/V𝑙 .

Based on Lemma 4.2, when the sample size 𝜔 ≥ 𝑂 ( ΔG |V𝑙 | log𝑛

𝜖2
),H is an 𝜖-spectral sparsifier of

G/V𝑙 . We will show later in Section 4.2 that the computed P𝑟 and L†H is sufficient to support an

𝜖-estimation single-pair query efficiently if H is an 𝜖-spectral sparsifier of G/V𝑙 . Thus, we can

obtain the overall time complexity of RwIndex.

Lemma 4.3. The expected time complexity of RwIndex to obtain an 𝜖-spectral sparsifier of G/V𝑙 is

𝑂 ( ®1
𝑇 (I−PUU )−1®1ΔG |V𝑙 | log𝑛

𝜖2
).

In Lemma 4.3, ®1𝑇 (I−PUU)−1®1 is the sum of the expected running time of random walks fromU
to hitV𝑙 . This quantity is not very large whenV𝑙 is properly selected. For example, on a real-life

road network PowerGrid [24], ®1𝑇 (I − PUU)−1®1 is 71 × 𝑛 when choosing the 100 highest degree

nodes asV𝑙 . In practice, |V𝑙 | is often selected as a small number (i.e., |V𝑙 | ≤ 100). The diameter

of the graph G is also often not very large in real-world graphs. Thus, Algorithm 1 is efficient in

practice.

Index building by V𝑙 -rooted random spanning forest sampling. Likewise, based on the

V𝑙 -rooted random spanning forest interpretation (Lemma 3.6), we can derive the index matrices

P𝑓 and (L/V𝑙 )† byV𝑙 -rooted random spanning forest sampling. We refer to such an algorithm as

RsfIndex. The detailed implementation can be found in the full-version of this paper [30]. First,

RsfIndex uniformly draws a set of V𝑙 -rooted random spanning forests using the classic Wilson

algorithm [60]. Note that here we need to slightly modify the originalWilson algorithm to obtain the

V𝑙 -rooted random spanning forests. The Wilson algorithm is based on the concept of loop-erased

random walk (LERW), in which all loops in the random walk trajectory are removed. Specifically,

the Wilson algorithm first fixes a node ordering. Then, the algorithm initializes a tree T = {𝑣}
with a root node 𝑣 and performs an LERW from the first node until it hits the tree T [28]. Once the

LERW hits any node in T , the LERW trajectory will be added into T . The algorithm processes

the nodes following the fixed node ordering, until all nodes are visited, a rooted spanning tree T
is generated uniformly [6, 28, 46, 60]. To generate aV𝑙 -rooted random spanning forest, we only
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need to initialize the tree as T = V𝑙 and set the root set asV𝑙 , and then invoke the same LERW

procedure as the Wilson algorithm. By the results established in [4, 10, 43], such a modified Wilson

algorithm can generate a uniformlyV𝑙 -rooted random spanning forest.

Second, for each 𝑢 ∈ U, RsfIndex utilizes the proportion ofV𝑙 -rooted random spanning forests

in which 𝑢 is rooted at 𝑣 as an unbiased estimator of (P𝑓 )𝑢𝑣 based on Lemma 3.6. Similar to

RwIndex, RsfIndex creates an unbiased estimator for each element of the Schur complement L/V𝑙

based on Lemma 3.8, and then computes the pseudo-inverse as the estimator of (L/V𝑙 )† using
eigen-decomposition. In the following, we analyze the accuracy guarantee and time complexity of

RsfIndex.

Theoretical analysis of RsfIndex. First, similar to RwIndex, the sample size for RsfIndex to obtain
an 𝜖-spectral sparsifier can also be derived.

Lemma 4.4. Let ΔG be the diameter of the graph G, let 𝑑𝑚𝑎𝑥
V𝑙

be the maximum degree of the nodes

inV𝑙 in the original graph G. When the sample size 𝜔 is larger than𝑂 (
ΔG𝑑𝑚𝑎𝑥

V𝑙
log𝑛

𝜖2
), the approximate

Schur complement graphH in RsfIndex is an 𝜖-spectral sparsifier of G/V𝑙 .

Similar to RwIndex, RsfIndex can also support an 𝜖-estimation query of ER if it constructs an

𝜖-spectral sparsifier, which we will discuss later. We can give the overall time complexity as follows:

Lemma 4.5. The expected time complexity of RsfIndex to obtain an 𝜖-spectral sparsifier of G/V𝑙 is

𝑂 (
Tr( (I−PUU )−1 )ΔG𝑑𝑚𝑎𝑥

V𝑙
log𝑛

𝜖2
).

In Lemma 4.5, 𝑡𝑙𝑒V𝑙
= Tr((I − PUU)−1) is the expected running time of a loop-erased walk

with root setV𝑙 , which is strictly smaller than the expected running time of |U| random walks

(®1𝑇 (I − PUU)−1®1) in Algorithm 1. According to Lemma 3.5, 𝜏V𝑙
[𝑢,𝑢] = ((I − PUU)−1)𝑢𝑢 . Thus, 𝑡𝑙𝑒V𝑙

can also be written as

∑
𝑢∈U 𝜏V𝑙

[𝑢,𝑢]. Since 𝜏V𝑙
[𝑢,𝑢] is the expected number of passes to a node

𝑢 in a random walk starting from 𝑢 and stopping when hittingV𝑙 . In real-world networks, ifV𝑙

is properly chosen, there is little probability that a node will pass itself twice. As a result, 𝑡𝑙𝑒V𝑙
is

nearly 𝑂 (𝑛). For example, if we chooseV𝑙 as the top-100 highest degree nodes, 𝑡𝑙𝑒V𝑙
= 3.2 × 𝑛 in

a real-life graph PowerGrid [24]. Thus, sampling a spanning forest is much faster than sampling

random walks. For the sample size, it is hard to compare the bound of RwIndex ( |V𝑙 |ΔG log𝑛

𝜖2
) and

the bound of RsfIndex (
𝑑𝑚𝑎𝑥
V𝑙

ΔG log𝑛

𝜖2
). In general, 𝑑𝑚𝑎𝑥

V𝑙
is larger than |V𝑙 |, since we prefer a small set

of nodes with high degree. However, these bounds are just worst-case theoretical bounds, we find

that in practice, RsfIndex can also obtain comparable index quality compared to RwIndex when the

sample size is the same. For the overall performance, we will show in experiments that RsfIndex is
significantly better than RwIndex.

4.2 Query processing algorithms
In this section, we propose three novel algorithms to efficiently process any single-pair ER query

based on our index. Note that equipped with our index, it is sufficient to compute at most three

elements of the matrix L−1

UU (i.e., (L−1

UU)𝑠𝑠 , (L
−1

UU)𝑡𝑡 , (L
−1

UU)𝑠𝑡 ) to process a ER query 𝑟 (𝑠, 𝑡) based
on Lemma 3.7. Below, we first propose three new algorithms to estimate an element of L−1

UU ,
followed by the query processing algorithm.

Estimating (L−1

UU)𝑠𝑡 byV𝑙 -absorbed random walk. By Lemma 3.4, we have already shown that

each element of L−1

UU can be determined by the probability of aV𝑙 -absorbed random walk. Based on

this, we can easily devise aV𝑙 -absorbed random walk sampling algorithm to estimate the element

of L−1

UU . Specifically, to estimate (L−1

UU)𝑠𝑡 ((L
−1

UU)𝑠𝑠 and (L
−1

UU)𝑡𝑡 can be estimated similarly), we
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first simulate a number ofV𝑙 -absorbed random walks from 𝑠 , and then take the average number

of visits to the node 𝑡 as an estimator of (L−1

UU)𝑠𝑡 . Clearly, by Lemma 3.4, such an estimator is

unbiased. Note that such an algorithm can also simultaneously estimate (L−1

UU)𝑠𝑡 for each node

𝑡 ∈ U by simulating V𝑙 -absorbed random walks from 𝑠 . This is because for each V𝑙 -absorbed

random walk, we can simultaneously count the number of visits for all nodes in this walk. Thus, for

each node, we can derive an unbiased estimator by taking the average visits across allV𝑙 -absorbed

random walks. Such aV𝑙 -absorbed random walk sampling approach that simultaneously estimates

(L−1

UU)𝑠𝑡 for every node 𝑡 ∈ U will be used in computing the single-source ER query.

Additionally, it is worth mentioning that if the landmark node setV𝑙 contains only one node 𝑣 ,

then our algorithm is exactly equivalent to the 𝑣-absorbed random walk algorithm proposed in [28].

In this sense, the 𝑣-absorbed randomwalk algorithm [28] is a special case of our algorithm. However,

compared to the 𝑣-absorbed random walk algorithm, our algorithm is often much more efficient,

because theV𝑙 -absorbed random walk (with multiple landmark nodes) typically terminates much

faster than 𝑣-absorbed random walk (with only one landmark node).

Estimating (L−1

UU)𝑠𝑡 byV𝑙 -absorbed push. Push is a powerful technique to compute the person-

alized PageRank vector [7, 8, 13]. Recently, Liao et al. [28] propose a push-style algorithm, called

𝑣-absorbed push, to compute the effective resistance. However, their push algorithm only relies on

a single landmark nodes. Here, we propose a new push-style algorithm to compute the elements

of L−1

UU , called V𝑙 -absorbed push, by extending their technique with multiple landmark nodes.

Such aV𝑙 -absorbed push can be regarded as the deterministic version of ourV𝑙 -absorbed random

walk algorithm. Algorithm 2 details our V𝑙 -absorbed push algorithm. Let 𝝉𝑠 be the 𝑠-th row of

(I − PUU)−1
. We can easily obtain that the 𝑡-th element of 𝝉𝑠 is 𝝉𝑠 (𝑡) = 𝜏V𝑙

[𝑠, 𝑡] by Lemma 3.4.

Since (I − PUU)−1D−1

UU = L−1

UU , we can also obtain (L−1

UU)𝑠𝑡 by (L
−1

UU)𝑠𝑡 =
𝝉𝑠 (𝑡 )
𝑑𝑡

.

As described in Algorithm 2, a V𝑙 -absorbed push procedure maintains two |U|-dimensional

vectors: (i) 𝝉𝑠 , which is the estimated vector of 𝝉𝑠 ; and (ii) "res", which is the residual vector. Initially,

𝝉𝑠 is set as 0 and "res" is set as e𝑠 (Line 1). Then, every time there exists a node 𝑢 ∈ U such that

res(𝑢) > 𝑟max, we will conduct push operation on the node 𝑢 (Lines 2-6). Specifically, we add the

residual of 𝑢 to the estimated value of 𝑢 (Line 3), and uniformly distribute the residual of 𝑢 to its

neighbors (Lines 4-6). If the neighbor node belongs toV𝑙 , the residual will vanish. It is easy to show

(by induction) that the following invariant holds during the whole push process:

𝜏V𝑙
[𝑠,𝑢] = 𝝉𝑠 (𝑢) +

∑︁
𝑤∈U

𝜏V𝑙
[𝑤,𝑢]res(𝑤). (13)

This is because each push operation in Algorithm 2 (Lines 3-6) does not violate the invariant

equation. Note that when the landmark setV𝑙 contains only one node 𝑣 , Algorithm 2 degrades to

the 𝑣-absorbed push proposed by Liao et al. [28]. Likewise, ourV𝑙 -absorbed push is often much

faster than the 𝑣-absorbed push, as the residuals can vanish faster with multiple landmark nodes

compared to the case that has only one landmark node. Intuitively, by Eq. (13), the vector 𝝉𝑠 output
by Algorithm 2 is a good approximation of the true vector 𝝉𝑠 if the threshold 𝑟max is small, because

the final residual vector res satisfies res(𝑤) ≤ 𝑟max when the algorithm terminates. As a result, by

Lemma 3.4, we can easily obtain an approximation of (L−1

UU)𝑠𝑡 for all 𝑡 ∈ V . Later, we will present

detailed error guarantee and time complexity analysis of theV𝑙 -absorbed push algorithm.

CombiningV𝑙 -absorbed random walk and push. To further improve the efficiency, we propose

a bidirectional algorithm by combining the techniques of V𝑙 -absorbed random walk and V𝑙 -

absorbed push based on the invariant equation Eq. (13). Specifically, the bidirectional algorithm

first invokes aV𝑙 -absorbed push with a relatively-large parameter 𝑟max to obtain a rough estimation

of 𝝉𝑠 . Then, by Eq. (13), we can easily show that the additive error of the estimation is bounded by

Proc. ACM Manag. Data, Vol. 2, No. 3 (SIGMOD), Article 133. Publication date: June 2024.



Efficient and Provable Effective Resistance Computation on Large Graphs: an Index-based Approach 133:13

Algorithm 2: TheV𝑙 -absorbed push algorithm

Input: Graph G, landmark node set V𝑙 , a source node 𝑠 , a threshold 𝑟max

Output: 𝝉𝑠 as an approximation of 𝝉𝑠
1 𝝉𝑠 ← 0, res← e𝑠 ;
2 while ∃𝑢 ∈ U such that res(𝑢 ) > 𝑟max do
3 𝝉𝑠 (𝑢 ) ← 𝝉𝑠 (𝑢 ) + res(𝑢 ) ;
4 for each 𝑤 ∈ N(𝑢 ) ∩ U do
5 res(𝑤 ) ← res(𝑤 ) + res(𝑢)

𝑑 (𝑤) ;

6 res(𝑢 ) ← 0;

7 return 𝝉𝑠 ;

Algorithm 3: The single-pair ER query processing algorithm

Input: Graph G, landmark node set V𝑙 , a source node 𝑠 , a target node 𝑡 , two indexed matrices P𝑟 and L†H
Output: 𝑟 (𝑠, 𝑡 ) as an estimation of 𝑟 (𝑠, 𝑡 )

1 if 𝑠, 𝑡 ∈ V𝑙 then
2 𝑟 (𝑠, 𝑡 ) ← (e𝑠 − e𝑡 )𝑇 L†H (e𝑠 − e𝑡 ) ;
3 else if 𝑠 ∈ U, 𝑡 ∈ V𝑙 then
4 Invoking an algorithm to obtain an estimation (L̃−1

UU )𝑠𝑠 of (L−1

UU )𝑠𝑠 ;
5 𝑟 (𝑠, 𝑡 ) ← (L̃−1

UU )𝑠𝑠 + (p𝑠 − e𝑡 )𝑇 L†H (p𝑠 − e𝑡 ) ;
6 else if 𝑠 ∈ V𝑙 , 𝑡 ∈ U then
7 Invoking an algorithm to obtain an estimation (L̃−1

UU )𝑡𝑡 of (L−1

UU )𝑡𝑡 ;
8 𝑟 (𝑠, 𝑡 ) ← (L̃−1

UU )𝑡𝑡 + (p𝑡 − e𝑠 )𝑇 L†H (p𝑡 − e𝑠 ) ;
9 else if 𝑠, 𝑡 ∈ U then
10 Invoking an algorithm to obtain an estimation (L̃−1

UU )𝑠𝑠 , (L̃
−1

UU )𝑡𝑡 and (L̃−1

UU )𝑠𝑡 of (L−1

UU )𝑠𝑠 , (L
−1

UU )𝑡𝑡 and (L−1

UU )𝑠𝑡
respectively;

11 𝑟 (𝑠, 𝑡 ) ← (e𝑠 − e𝑡 )𝑇 L̃−1

UU (e𝑠 − e𝑡 ) + (p𝑠 − p𝑡 )𝑇 L†H (p𝑠 − p𝑡 ) ;
12 return 𝑟 (𝑠, 𝑡 )

∑
𝑤∈U 𝜏V𝑙

[𝑤,𝑢]res(𝑤). Here the "res" vector is the residual vector output byV𝑙 -absorbed push.

Subsequently, to make the estimation more accurate, we can applyV𝑙 -absorbed random walk to

estimate the second term of the right hand side of Eq. (13). To achieve this, we draw a source node

𝑠′ from the probability distribution
res
∥res∥1 , and sample a V𝑙 -absorbed random walk from 𝑠′. For

each node𝑤 theV𝑙 -absorbed random walk visits, we add ∥res∥1 to the estimation 𝝉𝑠 (𝑤). It can be

shown that this is an unbiased estimation of the second term of the right hand side of Eq. (13). By

properly setting the threshold 𝑟max and the sample size 𝜔 , we can obtain an algorithm that is better

than both ofV𝑙 -absorbed random walk andV𝑙 -absorbed push. We will present a detailed analysis

of this bidirectional algorithm in the following.

The single-pair ER query processing algorithm. Equipped with the above three different

techniques to estimate the elements of L−1

UU , we propose three algorithms for processing the

single-pair ER query based on Lemma 3.7.

The detailed description of our algorithm is shown in Algorithm 3. Algorithm 3 takes two indexed

matrices P𝑟 (P𝑓 ) and L†H as input. Let p𝑢𝑖 be the 𝑢𝑖 -th row of P𝑟 . By Lemma 3.7, there are four cases

depending on which set 𝑠 and 𝑡 belongs to. When 𝑠, 𝑡 ∈ V𝑙 , i.e., both of them belong to the landmark

node set, the algorithm computes an estimator 𝑟 (𝑠, 𝑡) using the indexed matrix L†H within 𝑂 (1)
time (Lines 1-2). When one node (𝑠 or 𝑡 ) belongs toU, the other node is located inV𝑙 , Algorithm 3

first invokes an algorithm devised above (e.g., V𝑙 -absorbed random walk, or V𝑙 -absorbed push,

or the bidirectional algorithm) to estimate only one element of L−1

UU , and then compute 𝑟 (𝑠, 𝑡) by
Lemma 3.7 (Lines 3-8). When 𝑠, 𝑡 ∈ U, the situation becomes more complicated. Specifically, in

this case, Algorithm 3 needs to estimate three elements of L−1

UU by Lemma 3.7 (Lines 9-11). For
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convenience, we refer to Algorithm 3 that is equipped withV𝑙 -absorbed random walk,V𝑙 -absorbed

push, and the bidirectional algorithm as RW, Push and Bipush respectively. Below, we present

comprehensive theoretical analyses of these algorithms.

Theoretical analysis of the query processing algorithms. First, we give the time complexity

for the three techniques to achieve an 𝜖-estimation of (L−1

UU)𝑠𝑡 .
Lemma 4.6. Let 𝜆V𝑙

be the spectral radius of the probability transition matrix PUU , 𝜎V𝑙
=

𝑂 ( log(1/(𝜖 (1−𝜆V𝑙 ) ) )
log(1/𝜆V𝑙 )

), theV𝑙 -absorbed random walk sampling algorithm can estimate (L−1

UU)𝑠𝑡 with 𝜖

absolute error in time 𝑂 (
𝜎3

V𝑙
𝜖2
).

Note that 𝜆V𝑙
is often near to 1 in real-life networks [42]. Thus, by Lemma 4.6, 𝜎V𝑙

is a small

number, which results in an efficient sublinear algorithm. Recall that the 𝑣-absorbed walk sampling

algorithm proposed in [28] is a special case of the V𝑙 -absorbed walk sampling algorithm when

V𝑙 = {𝑣}. Let 𝜆𝑣 denote the spectral radius of P𝑣 , 𝜎𝑣 = 𝑂 ( log(1/𝜖 (1−𝜆𝑣 ) )
log(1/𝜆𝑣 ) ). The time complexity for

the 𝑣-absorbed walk sampling algorithm is 𝑂 ( 𝜎
3

𝑣

𝜖2
). According to the Cauchy Interlacing theorem

[12], 𝜆V (1)
𝑙

< 𝜆V (2)
𝑙

ifV (1)
𝑙
⊂ V (2)

𝑙
. Thus, we have 𝜎V𝑙

< 𝜎𝑣 , the theoretical bound of the algorithm

is strictly better than [28]. For example, on a real-life network PowerGrid, 𝜎𝑣 = 1.5 × 10
5
while

𝜎V𝑙
= 1321 ifV𝑙 is the top-100 highest degree nodes. Next, we derive a theoretical bound for the

V𝑙 -absorbed push algorithm.

Lemma 4.7. Let ¯𝑑 = 2𝑚
𝑛

be the average degree, the V𝑙 -absorbed push algorithm can estimate

(L−1

UU)𝑠𝑡 with 𝜖 absolute error in time 𝑂 ( ¯𝑑ℎ (𝑠,V𝑙 )ℎ (𝑡,V𝑙 )
𝜖

).
Based on the results of Lemma 4.7, the time complexity of the bidirectional algorithm is closely

related to the hitting time from the query node toV𝑙 . Notice that the time complexity of the push

algorithm proposed in [28] to achieve an 𝜖-absolute error of (L−1

𝑣 )𝑠𝑡 is
¯𝑑ℎ (𝑠,𝑣)ℎ (𝑡,𝑣)

𝜖
based on our

results. The hitting time ℎ(𝑢,V𝑙 ) is intuitively smaller than ℎ(𝑢, 𝑣) for 𝑢 ∈ U, since there are

more nodes to hit. Thus, the time complexity of our algorithm is lower than that of the algorithm

in [28]. For example, on a real-life network PowerGrid, ¯ℎ𝑣 = 1

𝑛−1

∑
𝑢∈V\{𝑣} ℎ(𝑢, 𝑣) is 1.3 × 10

4

while
¯ℎV𝑙

= 1

|U |
∑

𝑢∈U ℎ(𝑢,V𝑙 ) is 71 ifV𝑙 is the top-100 highest degree nodes. Next, we present

theoretical analysis for the bidirectional algorithm.

Lemma 4.8. The bidirectional algorithm can estimate (L−1

UU)𝑠𝑡 with 𝜖 absolute error in time

𝑂 ( (𝑛
¯𝑑ℎ (𝑠,V𝑙 ) )

2

3 𝜎V𝑙

𝜖
2

3

).

As the bidirectional algorithm is a combination of theV𝑙 -absorbed walk sampling algorithm

and theV𝑙 -absorbed push algorithm, the dependency of the bound on 𝜎V𝑙
, ℎ(𝑢,V𝑙 ) and 𝜖 is better

than both of the algorithms. Although there is an additional 𝑛 term, the bound presented in

Lemma 4.8 is only a worst-case theoretical bound. We find that in experiments, the bidirectional

algorithm performs much better than bothV𝑙 -absorbed random walk sampling andV𝑙 -absorbed

push. Moreover, as discussed above, the time complexity bound is also strictly better than the

Bipush algorithm proposed in [28], since 𝜎V𝑙
, ℎ(𝑢,V𝑙 ) are smaller than 𝜎𝑣 , ℎ(𝑢, 𝑣) respectively.

Recall that in Algorithm 3, the error of the single-pair query algorithm includes both the error

of building index and the error of estimating L−1

UU . Next, we first show the time complexity for

RwIndex and RsfIndex to achieve an 𝜖-absolute error of index building. Then, we combine the error

of estimating L−1

UU to give the total error of the query processing algorithms. Here, the error for

index building is different in four cases, depending on the query node 𝑠 and 𝑡 : (i) If 𝑠, 𝑡 ∈ V𝑙 , it is
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the error of estimating (e𝑠 − e𝑡 )𝑇L†H (e𝑠 − e𝑡 ); (ii) If 𝑠 ∈ U, 𝑡 ∈ V𝑙 , it is the error for estimating

(p𝑠 − e𝑡 )𝑇 L†H (p𝑠 − e𝑡 ); (iii) If 𝑠 ∈ V𝑙 , 𝑡 ∈ U, it is the error for estimating (p𝑡 − e𝑠 )𝑇 L†H (p𝑡 − e𝑠 ); (iv)
If 𝑠, 𝑡 ∈ V𝑙 , is the error for estimating (p𝑠 − p𝑡 )𝑇 L†H (p𝑠 − p𝑡 ). Below, we show the time complexity

for RwIndex and RsfIndex to achieve an 𝜖-absolute error for index building.

Lemma 4.9. RwIndex can achieve an 𝜖-absolute error in time 𝑂 (
®1𝑇 (I−PUU )−1®1Δ3

G |V𝑙 | log𝑛

𝜖2
).

Lemma 4.10. RsfIndex can achieve an 𝜖-absolute error in time 𝑂 (
Tr( (I−PUU )−1 )𝑑𝑚𝑎𝑥

V𝑙
Δ2

G |V𝑙 | log𝑛

𝜖2
).

Based on Lemma 4.9 and Lemma 4.10, we can give the query time complexity for all the three

algorithms to achieve an 𝜖-absolute error of 𝑟 (𝑠, 𝑡) based on the fact that we have built the index

with an 𝜖-absolute error.

Lemma 4.11. The query complexity of RW to achieve an 𝜖-absolute error for 𝑟 (𝑠, 𝑡) is 𝑂 (
𝜎3

V𝑙
𝜖2
).

Lemma 4.12. Let ℎV𝑙
= max{ℎ(𝑠,V𝑙 ), ℎ(𝑡,V𝑙 )}, the query complexity of Push to achieve an 𝜖-

absolute error for 𝑟 (𝑠, 𝑡) is 𝑂 (
¯𝑑ℎ2

V𝑙
𝜖 ).

Lemma 4.13. The query complexity ofBipush to achieve an 𝜖-absolute error for 𝑟 (𝑠, 𝑡) is𝑂 ( (𝑛
¯𝑑ℎV𝑙 )

2

3 𝜎V𝑙

𝜖
2

3

).

As discussed above, the bounds of the three query algorithms are strictly better than the RW,

Push and Bipush algorithm proposed in [28], which are all special cases of our algorithms. Moreover,

the bound is also better than the other SOTA method GEER [62]. Let 𝜆1 ≤ · · · ≤ 𝜆𝑛 = 1 be the

eigenvalues of the probability transition matrix P, 𝜆 = max{|𝜆1 |, 𝜆𝑛−1} is called the spectral radius of
P. Then, suppose that 𝜎 = 𝑂 ( log(1/𝜖 (1−𝜆) )

log(1/𝜆) ), the time complexity for GEER to achieve an 𝜖-absolute

error is 𝑂 ( 𝜎3

𝜖2
), which is similar to the bound 𝑂 (

𝜎3

V𝑙
𝜖2
) of RW. Although it is hard to compare these

bounds in theory. We find that in practice, whenV𝑙 is properly selected, 𝜎V𝑙
can be significantly

smaller than 𝜎 . For example, on a real-life graph PowerGrid [24], 𝜎V𝑙
= 1321 if we select V𝑙 as

the top-100 highest degree nodes, while 𝜎 is as large as 3.3 × 10
4
. Thus, the theoretical bound of

our query processing algorithms RW to achieve an 𝜖-estimation of effective resistance is strictly

better than the SOTA methods in such cases. Moreover, Push and Bipush can be better than RW
further as we have discussed. We will show in experiments that the empirical performance of our

algorithms is significantly better than the SOTA methods.

Discussions. In the above analysis, we give time complexities based on quantities defined by specific

graph parameters. Next, we state that we can also derive bounds related to the graph size 𝑛. In the

following analysis, we assume that real-world graphs are always scale-free (i.e.,𝑚 = 𝑂 (𝑛 log𝑛)) and
small-world (i.e., ΔG = 𝑂 (log𝑛)) graphs. These assumptions are widely adopted by previous studies

[9, 29, 56, 58, 61]. At the same time, we assume that real-world graphs are always rapid-mixing

[40]. Here, the mixing time of a graph is defined as the minimal length of the random walk to reach

the stationary distribution. A typical upper bound of the mixing time is
1

1−𝜆 , where 𝜆 is the spectral

radius of the probability transition matrix P. It is well-known that
1

1−𝜆 = 𝑂 (log𝑛) in real-world

graphs [40]. As we have discussed before, 𝜆V𝑙
is smaller than 𝜆 after properly selecting landmarks,

thus we also assume that
1

1−𝜆V𝑙
= 𝑂 (log𝑛). Notice that similar assumptions are widely adopted

by previous studies related to effective resistance computation [42, 62], and a wide range of very

recent theoretical papers [16, 19, 26]. Let
¯ℎ(V𝑙 ) =

∑
𝑢∈U

1

|U |ℎ(𝑢,V𝑙 ) be the average hitting time

from all nodes inU toV𝑙 , we first show that under such assumptions, several quantities in the

above analysis can be simplified as 𝑂 (log𝑛).
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Lemma 4.14. When the underlying graph is fast mixing after selecting a landmark node setV𝑙 , i.e.
1

1−𝜆V𝑙
= 𝑂 (log𝑛), we can derive that 𝜎V𝑙

= 𝑂 (log𝑛) and ¯ℎ(V𝑙 ) = 𝑂 (log𝑛).

Then, equipped with Lemma 4.14, we have the following results:

Lemma 4.15. Suppose that 𝑚 = 𝑂 (𝑛 log𝑛), ΔG = 𝑂 (log𝑛) and 1

1−𝜆V𝑙
= 𝑂 (log𝑛), the index

building algorithms RwIndex and RsfIndex can both achieve a near-linear time complexity 𝑂 (𝑛)1.

Lemma 4.16. Suppose that𝑚 = 𝑂 (𝑛 log𝑛), 1

1−𝜆V𝑙
= 𝑂 (log𝑛), the query processing algorithms can

achieve a sub-linear time complexity. Specifically,RW and Push have a query complexity𝑂 (poly log𝑛).
For Bipush, it is 𝑂 (𝑛 2

3 ).

Notice that although the proposed algorithms are sub-linear under our assumptions, these bounds

are just worst-case theoretical bounds. The experimental evaluation (See Section 6.2) shows that

they have much better empirical performance than existing algorithms [42, 62] which also can

achieve a𝑂 (poly(log𝑛)) bound under similar assumptions. Moreover, the experimental evaluation

also shows that Bipush is much better than the other two algorithms RW and Push.

Heuristic landmark nodes set selection. Recall that the efficiency of our algorithms is closely

related to the landmark set nodes. However, given a number 𝑘 , selecting 𝑘 landmarks lacks a unique

criterion, as the performance of the proposed algorithms depends on different specific parameters.

For example, as the time complexity of the single-pair index-building algorithm RsfIndex is related
to the expected running time of the Wilson algorithm 𝑂 (Tr(I − PUU)−1). Thus, one possible

objective is to minimize 𝑂 (Tr(I − PUU)−1) by choosing 𝑘 nodesV𝑙 , thus minimizing the time of

building index. This problem is known to be NP-hard, as shown in [25]. For another example, the

query processing algorithm Push takes time complexity which is related to the hitting time from

the query node to the landmark setV𝑙 . Thus, another possible objective is to choose 𝑘 nodesV𝑙

that minimize the average hitting time from all other nodes to the node setV𝑙 . This problem is

also an NP-hard problem, as shown in [3]. However, solving these problems is not a necessity for

our approach. Instead, we employ several heuristic selection strategies and observe that simple

heuristics yield good performance. Intuitively, if every node inU can easily hit any one landmark

node in V𝑙 by a random walk, then our algorithms can be very efficient, because both the V𝑙 -

absorbed random walk andV𝑙 -absorbed push can terminate very quickly in this case. Based on

this intuition, we present two heuristic landmark node selection methods as follows. The first

approach degree+ is based on the degree of the nodes. Specifically, we first sort the nodes in an

non-increasing ordering by their degrees. Then, we add the highest-degree node intoV𝑙 and delete

all the neighbors of this selected node from the graph. In the remaining graph, we iteratively select

the highest-degree nodes according this rule, until we get |V𝑙 | nodes. Since we always select the
highest-degree nodes, this method can often obtain a good landmark node set such that other nodes

can easily hit the landmark nodes. Instead of using the degrees, our second method pagerank+ is

based on the PageRank values. The selection procedure is same as the degree-based method, i.e., it

iteratively selects the highest PageRank node from the remaining graph (when a node is selected,

all of its neighbors will be deleted). Our experiments in Section 6.4 confirm that these methods are

very effective in practice.

5 SINGLE-SOURCE ER COMPUTATION
A straightforward single-source ER computation approach is to invoke the single-pair algorithm

for 𝑛 times. However, even equipped with the index proposed in Section 4.1, such a straightforward

1𝑂 ( ·) = 𝑂 ( · ∗ poly log𝑛) , the𝑂 notation hides the (log𝑛)𝑂 (1) factors
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Algorithm 4: RsfIndex-SS
Input: Graph G, landmark node set V𝑙 , sample size 𝜔

Output: P̃𝑓 , L
†
H , (

�L−1

UU )𝑢𝑢 for each 𝑢 ∈ U
1 P̃𝑓 , L

†
H ← RsfIndex(G,V𝑙 , 𝜔 ) ;

2 Let F̃V𝑙 be the set of V𝑙 -rooted random spanning forest sampled by RsfIndex;

3 (�L−1

UU )𝑢𝑢 ← 0 for 𝑢 ∈ U;

4 Fix a path P𝑢{V𝑙 from node 𝑢 to V𝑙 for each 𝑢 ∈ U in G;
5 for each 𝐹 ∈ F̃V𝑙 do
6 for each node 𝑢 ∈ U do
7 Let P𝐹 :𝑢{V𝑙 denote the unique path from 𝑢 to V𝑙 in 𝐹 ;

8 for each edge (𝑒1, 𝑒2 ) ∈ P𝑢{V𝑙 do
9 if (𝑒1, 𝑒2 ) ∈ P𝐹 :𝑢{V𝑙 then

10 (�L−1

UU )𝑢𝑢 ← (
�L−1

UU )𝑢𝑢 +
1

𝜔

11 if (𝑒2, 𝑒1 ) ∈ P𝐹 :𝑢{V𝑙 then

12 (�L−1

UU )𝑢𝑢 ← (
�L−1

UU )𝑢𝑢 −
1

𝜔

13 return P̃𝑓 , L
†
H , (

�L−1

UU )𝑢𝑢 for each 𝑢 ∈ U

method may still need to compute (L−1

UU)𝑠𝑠 , (L
−1

UU)𝑠𝑡 , (L
−1

UU)𝑡𝑡 for all 𝑡 ∈ U, which is very costly

for large graphs.

Recall that for a given source node 𝑠 , we can simultaneously compute (L−1

UU)𝑠𝑡 for all 𝑡 ∈ U by

invoking theV𝑙 -absorbed random walk orV𝑙 -absorbed push algorithms proposed in Section 4.2.

Thus, for the single-source ER computation problem, the most challenging step is to compute

(L−1

UU)𝑡𝑡 for all 𝑡 ∈ U, i.e., the diagonal elements of the matrix L−1

UU . Since the diagonal elements

of L−1

UU are independent on the source node, a natural question is that can we pre-compute all

such diagonal elements and maintain them as an index? A basic method to compute all diagonal

elements requires to invoke theV𝑙 -absorbed random walk orV𝑙 -absorbed push algorithms for 𝑛

times, which is costly for large graphs. In this section, we first propose two efficient Monte Carlo

algorithms to estimate (L−1

UU)𝑡𝑡 for all 𝑡 ∈ U. Together with the two index matrices P̃𝑟 and L†H
constructed in Section 4.1, we obtain a new index, including all diagonal elements of L−1

UU , for
handling single-source ER query. Based on the new index, we then propose two efficient query

processing algorithms for handling single-source ER queries.

5.1 Index Construction Algorithms
To construct our index, the key is to efficiently estimate all diagonal elements of L−1

UU . To achieve

this goal, we propose two novel algorithms based on the Wilson algorithm with a root setV𝑙 . We

show that all diagonal elements of L−1

UU can be approximated at the same time when building the

index matrices P̃𝑓 and L†H using RsfIndex.

Index building by V𝑙 -rooted random spanning forest sampling. Recall that RsfIndex can
obtain two index matrices P̃𝑓 and L†H by sampling a set ofV𝑙 -rooted random spanning forests. Let

F̃V𝑙
be the set ofV𝑙 -rooted random spanning forests sampled by RsfIndex. Interestingly, we find

that all the diagonal elements of L−1

UU can also be estimated by F̃V𝑙
. Specifically, we first establish a

useful lemma which shows a close connection between the number ofV𝑙 -rooted random spanning

forests to the diagonal elements of L−1

UU .
Let FV𝑙

be the set ofV𝑙 -rooted random spanning forests. Denote by P𝑢{V𝑙
the path from 𝑢 to

the node set V𝑙 . Here, a path from a node 𝑢 to a set V𝑙 means that the path comes from 𝑢 and
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Algorithm 5: LeWalkIndex-SS
Input: Graph G, landmark node set V𝑙 , sample size 𝜔

Output: P̃𝑟 , L†H , (
�L−1

UU )𝑢𝑢 for each 𝑢 ∈ U
1 P̃𝑓 , L

†
H ← RsfIndex(G,V𝑙 , 𝜔 ) ;

2 (�L−1

UU )𝑢𝑢 ← 0 for 𝑢 ∈ U;

3 for 𝑖 = 1 : 𝜔 do
4 In the loop-erased walk of the Wilson algorithm in the 𝑖-th iteration of RsfIndex, if a node is visited for 𝑛𝑢 times, then

(�L−1

UU )𝑢𝑢 ← (
�L−1

UU )𝑢𝑢 +
𝑛𝑢
𝜔

;

5 return P̃𝑓 , L
†
H , (

�L−1

UU )𝑢𝑢 for 𝑢 ∈ U;

terminates at any one node inV𝑙 . Further, we let F (𝑒1,𝑒2 )
V𝑙 :𝑢{V𝑙

be the set ofV𝑙 -rooted random spanning

forests that consist of all 𝐹 ∈ FV𝑙
and the unique path from node 𝑢 toV𝑙 passes through the edge

(𝑒1, 𝑒2). Then, we have the following results.

Lemma 5.1. (L−1

UU)𝑢𝑢 =
∑
(𝑒1,𝑒2 ) ∈𝑃𝑢{V𝑙

| F (𝑒1
,𝑒

2
)

V𝑙 :𝑢{V𝑙
|− | F (𝑒2

,𝑒
1
)

V𝑙 :𝑢{V𝑙
|

| FV𝑙 |
, where the sum is taking over edges in

the path 𝑃𝑢{V𝑙
.

Based on Lemma 5.1, we can fix a set of paths from each node 𝑢 ∈ U to V𝑙 . When sampling

a spanning forest 𝐹 ∈ F̃V𝑙
, we examine whether the paths from 𝑢 to V𝑙 in 𝐹 pass through the

edges in the pre-fixed paths to obtain an unbiased estimation of (L−1

UU)𝑢𝑢 for 𝑢 ∈ U. Note that

this can be easily implemented by a depth-first search (DFS) procedure. Specifically, we start the

DFS procedure by regarding the landmark node set V𝑙 as a start node, and exploit the graph in

a DFS manner. During the DFS procedure, we record the visit time and the finish time for each

node inU that we visit [17]. After the DFS procedure terminates, we can examine whether the

edge (𝑒1, 𝑒2) passes the path P𝐹 :𝑢{V𝑙
by comparing the visit time and finish time of 𝑒1 and 𝑢. The

benefit of the implementation is that we can finish the DFS procedure in𝑂 (𝑚+𝑛) time and examine

each node in 𝑂 (1) time [17], which is very efficient. Combining with RsfIndex to approximate Pf
and (L/V𝑙 )†, the resulting index building algorithm is shown in Algorithm 4. In Lines 5-12, the

algorithm estimates the diagonal elements by examining a set of fixed paths in a sampled spanning

forest. When the algorithm terminates, all P̃𝑓 , L
†
H , (

�L−1

UU)𝑢𝑢 for 𝑢 ∈ U are stored as the index. The

size of the index is still𝑂 (𝑛× |V𝑙 |). The following theorem shows the accuracy and time complexity

of Algorithm 4 to build our index.

Lemma 5.2. Algorithm 4 can output an estimation of (L−1

UU)𝑢𝑢 with absolute error 𝜖 for all 𝑢 ∈ U

with the time complexity 𝑂 (
Tr( (I−PUU )−1 )𝑑𝑚𝑎𝑥

V𝑙
Δ2

G |V𝑙 | log𝑛

𝜖2
).

Index building by loop-erased random walk sampling. Note that Algorithm 4 requires match-

ing the paths in the random spanning forests with a pre-fixed path, which introduces additional time

overheads. Here we propose an alterative algorithm based on the loop-erased random walk (LERW)

sampling. Below, we first present a novel loop-erased random walk interpretation of (L−1

UU)𝑢𝑢 for

𝑢 ∈ U, and based on this interpretation we can develop our algorithm.

Lemma 5.3. Let 𝜏LEV𝑙
[𝑢,𝑢] be the expected number of passes to a node𝑢 ∈ U in a loop-erased random

walk with root setV𝑙 . Then, we have (L−1

UU)𝑢𝑢 =
𝜏LEV𝑙
[𝑢,𝑢 ]
𝑑𝑢

.

The detailed description of this index-building algorithm is shown in Algorithm 5. According to

Lemma 5.3, we can utilize the loop-erased random walks with root setV𝑙 for sampling random

spanning forests in RsfIndex to simultaneously estimate the diagonal elements (L−1

UU)𝑢𝑢 for all
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𝑢 ∈ U. Specifically, by Lemma 5.3, we use the degree-normalized average number of visits to each

node 𝑢 ∈ U as an unbiased estimation of (L−1

UU)𝑢𝑢 for all 𝑢 ∈ U (Line 4). Below, we analyze the

accuracy and time complexity of Algorithm 5.

Lemma 5.4. Algorithm 5 can output an estimation of (L−1

UU)𝑢𝑢 for all 𝑢 ∈ U with the time

complexity 𝑂 (
(𝜎2

V𝑙
+𝑑𝑚𝑎𝑥
V𝑙
) log𝑛 Tr( (I−PUU )−1 )

𝜖2
).

Discussions. The sample size of Algorithm 4 and Algorithm 5 are

𝑑𝑚𝑎𝑥
V𝑙

Δ2

G |V𝑙 | log𝑛

𝜖2
and

(𝜎2

V𝑙
+𝑑𝑚𝑎𝑥
V𝑙
) log𝑛

𝜖2

respectively. As discussed before, ΔG , 𝜎V𝑙
are typically small numbers. We also find in experiments

that our algorithms can achieve low errors with very small sample size. Note that in [28], there

are also two index building algorithms based on sampling spanning trees and loop-erased walks,

which takes Tr((I − P𝑣)−1) time to draw a sample. The time complexity of our algorithm for

drawing a sample (Tr((I − PUU)−1)) is strictly smaller than [28]. For example, on PowerGrid [24],

Tr((I−P𝑣)−1) = 4.3× 10
5
, while Tr((I−PUU)−1) = 1.5× 10

5
whenV𝑙 is the top-100 highest degree

nodes. We will also show significantly empirical improvement of our index building algorithms

compared to [28].

5.2 Query processing algorithms
Armed with our index, we propose two efficient query processing algorithms based onV𝑙 -absorbed

walk sampling andV𝑙 -absorbed push respectively. Similar to Algorithm 3, given a query node 𝑠 ,

we can update 𝑟 (𝑠,𝑢) for 𝑢 ∈ V accordingly based on Lemma 3.7. For the quantities that cannot

read from the index, we can utilize the V𝑙 -absorbed walk and V𝑙 -absorbed push techniques to

estimate them. We refer to these algorithms as RW-SS and Push-SS, respectively. Due to space

limits, a detailed description of the query processing algorithm can be found in the full version of

this paper [30]. Below, we present a theoretical analysis of our algorithms.

Theoretical analysis of the algorithms. Based on the above results, we can give the query time

complexity for RW-SS and Push-SS to output an estimation of 𝑟 (𝑠,𝑢) with an 𝜖-absolute error for

all 𝑢 ∈ U, equipped with the index we described before.

Lemma 5.5. The query time complexity of RW-SS is 𝑂 (
𝜎3

V𝑙
𝜖2
) for an 𝜖-estimation of 𝑟 (𝑠,𝑢) for all

𝑢 ∈ V .

Lemma 5.6. Let ℎ𝑚𝑎𝑥
V𝑙
(𝑡) be the maximum value of hitting time from all each nodes𝑢 ∈ U toV𝑙 , the

query time complexity of Push-SS is 𝑂 (
¯𝑑ℎ (𝑠,V𝑙 )ℎ𝑚𝑎𝑥

V𝑙
(𝑡 )

𝜖
) for an 𝜖-estimation of 𝑟 (𝑠,𝑢) for all 𝑢 ∈ V .

Based on the discussions before, the query time complexity of our algorithms is strictly better

compared to the state-of-the-art single-source query algorithms in [28]. Specifically, the query

complexity RW-SS algorithm in [28] is 𝑂 ( 𝜎
3

𝑣

𝜖2
) based on our analysis, and the Push-SS algorithm

is 𝑂 (
¯𝑑ℎ (𝑠,𝑣)ℎ𝑚𝑎𝑥

𝑣 (𝑡 )
𝜖

). We improve the 𝜎𝑣 term into 𝜎V𝑙
and the ℎ(𝑠, 𝑣), ℎ𝑚𝑎𝑥

𝑣 (𝑡) terms into ℎ(𝑠,V𝑙 ),
ℎ𝑚𝑎𝑥
V𝑙
(𝑡). Similar to the single-pair algorithms, RW-SS and Push-SS perform much better than such

worst-case bounds in real-life graphs.

Discussions. Similar to single-pair algorithms, we can also provide bounds w.r.t. 𝑛 for the single-

source algorithms under the same assumptions. The results are also similar:

Lemma 5.7. Suppose that 1

1−𝜆V𝑙
= 𝑂 (log𝑛),𝑚 = 𝑂 (𝑛 log𝑛) and ΔG = 𝑂 (log𝑛), the index building

algorithms RsfIndex-SS (Algorithm 4) and LeWalkIndex-SS (Algorithm 5) can both achieve a near-
linear time complexity 𝑂 (𝑛).
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Table 2. Datasets ( ¯𝑑 : average degree; Δ𝐺 : diameter of the graph)

Dataset 𝑛 𝑚 ¯𝑑 Δ𝐺 Dataset 𝑛 𝑚 ¯𝑑 Δ𝐺

PowerGrid 4,941 6,594 2.67 46 Road-CA 1,957,027 2,760,388 2.82 849

Email-enron 33,696 180,811 10.73 11 Orkut 3,072,441 117,185,083 76.28 9

Road-PA 1,087,562 1,541,514 2.83 786
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Fig. 6. Performance of different query processing algorithms for single-source ER query

Lemma 5.8. The query algorithms RW-SS can achieve a sub-linear time complexity𝑂 (poly(log𝑛))
suppose that𝑚 = 𝑂 (𝑛 log𝑛) and 1

1−𝜆V𝑙
= 𝑂 (log𝑛). For Push-SS, it is 𝑂 (𝑛 1

2 ).

These results show that when ignoring the time of outputting results (which takes 𝑂 (𝑛) time), it

only requires a sub-linear time complexity to answer a single-source query, which is very efficient.

6 EXPERIMENTS
6.1 Experimental Settings

Datasets. We employ five real-world datasets encompassing various types of graphs, mainly

including social networks and road networks. The detailed statistics of the datasets is illustrated

in Table 2. Among the five datasets, Email-enron and Orkut are social networks. Road-PA and

Road-CA are road networks of America. For PowerGrid, it is an infrastructure network, which we

find its statistics similar to road networks. Road networks and social networks have very different

structures. It is common to observe a comparatively smaller average degree combined with a larger

diameter on road networks. The algorithm behavior is also different on the two types of networks.

For single-pair query, we randomly generate 100 node pairs as the query set and report the average

results. For single-source query, we randomly generate 50 source nodes as the query set and

report the average performance. We can obtain ground truth for both single-pair and single-source

effective resistance by applying deterministic eigen-decomposition to the small datasets. On large

graphs, we obtain the ground-truth results for single-pair query by applying the state-of-the-art

deterministic algorithm Push-v [28] with 𝑟𝑚𝑎𝑥 = 10
−9

following [28, 62]. We apply LEwalk in [28]
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ent algorithms
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Fig. 8. Effect of the choice ofV𝑙 for single-pair query processing
algorithms

with 𝜔 = 10
6
to obtain the ground-truth results for single-source query following [28] on large

datasets.

Different algorithms. For the index building algorithm, we implement two algorithms RwIndex
and RsfIndex. We have also implemented an exact method ExactIndex to build the index by exactly

solving |U| linear systems. To support single-source query, we also implement two extended

algorithms based on RsfIndex named RsfIndex-SS (Algorithm 4) and LeWalkIndex-SS (Algorithm 5).

We compare the two single-source index building algorithms with the state-of-the-art index building

algorithm UST proposed in [9] and LEwalk proposed in [28] which are special cases of our index

building algorithms when |V𝑙 | = 1. For single-pair query processing algorithms, we implement

three algorithms RW, Push and Bipush which is described in Algorithm 3. We compare the three

query processing algorithms with four state-of-the-art algorithms, GEER [62] and RW-v, Push-v
andBipush-v proposed in [28], which are the special cases of our algorithmswith only one landmark

node. For single-source query, we implement two query processing algorithms RW-SS and Push-SS
which are described in Section 5.2. We compare them with the state-of-the-art algorithms RW-SS-v
and Push-SS-v proposed in [28], which are special cases of our algorithms with one landmark node.

Parameters. For all the proposed algorithms including the index building algorithms and query

processing algorithms for both single-pair query and single-source query, we have shown the

sample size needed and the total time complexity for the algorithms to achieve an 𝜖-estimation of

ER. However, the bounds are just worst-case bounds for comparing the algorithms theoretically.

There will be too much unnecessary work if we use these bounds to determine sample sizes. Thus,

following [28, 42, 62], we compare the algorithms by carefully setting the sample size 𝜔 and the

error threshold 𝑟𝑚𝑎𝑥 to make the algorithms run in a reasonable time. Due to space limits, the

detailed parameter settings of 𝜔 and 𝑟𝑚𝑎𝑥 can be found in the full version of this paper [30]. For

the landmark node set V𝑙 , we set |V𝑙 | = 10 in social networks and |V𝑙 | = 100 in road networks

and use degree+ to select the landmark node set in all our algorithms. We also vary |V𝑙 | and
different landmark selection methods to compare the performance in Section 6.4. For the query

processing algorithms, we use the index built by RsfIndex for single-pair query and the index built

by LeWalkIndex-SS for single-source query by default. We also conduct experiments to evaluate

the effect of different index building algorithms. Due to space limits, some of the experimental

results can be found in the full version of this paper [30].

Experimental environment. All the proposed algorithms are implemented in C++ and run on a

Linux 20.04 server with Intel 2.0 GHz CPU and 128GB memory. For the compared methods, we

use their original C++ implementations in [9, 28, 62]. All the implementations are complied using

GCC9.3.0 with -O3 optimization.

6.2 Results of Single-pair ER Computation

Evaluation of index building algorithms.We evaluate the index building time and the index size

for different single-pair index building algorithms.We use the relative error of the norm of the related

matrices to evaluate the index building quality. Suppose that P̃ and L†H is the estimated matrices
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output by RwIndex and RsfIndex, the relative error is defined as

∥P̃−L−1

UULUV𝑙 ∥𝐹
∥L−1

UULUV𝑙 ∥𝐹
+ ∥L

†
H−(L/V𝑙 )† ∥𝐹
∥L†H ∥𝐹

,

where ∥A∥𝐹 is the Frobenius norm of matrix A. We vary the parameters of RwIndex and RsfIndex
and plot the running time and empirical error trade-offs. For the exact method ExactIndex, as the
error is 0, we use a triangle to depict the running time. The results are shown in Fig. 3. As can be

seen, both RwIndex and RsfIndex can approximately build the index with a small relative error, and

much faster than the exact method ExactIndex. Among the two proposed approximate algorithms,

RsfIndex is much faster than RwIndex. For example, on PowerGrid, to achieve a relative error

0.01, RsfIndex takes 18 seconds, RwIndex takes 72 seconds while the exact method ExactIndex
needs 706 seconds. Due to space limits, we only show the results of two small graphs PowerGrid
and Email-enron. The results of large graphs can be found in the full version of the paper [30].

The reason is that RsfIndex uses loop-erased walks which are more efficient than sampling |U|
V𝑙 -absorbed random walks. The index size of different index building algorithms is depicted in

Fig. 7(a). Recall that the space complexity of the index is 𝑂 ( |V𝑙 | × 𝑛). As expected, the index size
of RwIndex and RsfIndex is smaller than the graph size on social networks, and the index size of

RwIndex and RsfIndex is larger than the graph size on road graphs. However, even on the large

road network Road-CA, it consumes only 1493 MB space to store the index when |V𝑙 | = 100. Thus,

the index size is acceptable and can be easily loaded in memory.

Evaluation of query processing algorithms. We compare the proposed single-pair query

processing algorithms RW, Push, Bipush with four SOTA methods, the RW-v, Push-v, Bipush-v
algorithm proposed in [28], which are the special cases of our algorithms, as well asGEER proposed

in [62]. For all the proposed algorithms, we use the index that we build with the algorithm RsfIndex
in a similar degree of accuracy. We vary the parameters of the algorithms and plot the empirical

error and query time trade-offs. Specifically, let 𝑟 (𝑠, 𝑡) be the estimated ER value, we evaluate

the errors by the relative error defined as
|𝑟 (𝑠,𝑡 )−𝑟 (𝑠,𝑡 ) |

𝑟 (𝑠,𝑡 ) . The results are shown in Fig. 5. We can

find that on all five datasets, the query processing algorithms RW, Push and Bipush all improve

significantly over RW-v, Push-v and Bipush-v. They can also achieve lower errors compared to

the SOTA method GEER. This demonstrates the effectiveness of the multiple landmark nodes

approaches. Among these algorithms, Bipush obtains the best performance, especially on road

networks. For example, on Road-PA, Bipush can achieve a relative error 0.05 in 0.09 seconds, while

the SOTA method Bipush-v takes 184 seconds. Thus, our algorithm is up to 4-orders of magnitude

faster than the SOTA methods. Push performs well on social networks, while RW performs better

on road networks. This is because, on road networks, the hitting time from a node𝑢 to the landmark

node setV𝑙 is relatively large, which makes the push operation inefficient. In such cases, random

walks exploit the graph more quickly. However, the Bipush algorithm takes advantage of both

algorithms, which performs well on all the datasets.

6.3 Results of Single-source ER Computation

Evaluation of index building algorithms. Notice that the performance of RsfIndex-SS and

LeWalkIndex-SS for estimating the matrix P̃ and the pseudo-inverse L†H is totally the same as

RsfIndex. Thus, we focus on evaluating the performance of estimating the diagonal of L−1

UU . We

evaluate the errors by the maximum relative error. For the compared methods UST and LEwalk,
we also evaluate the errors by the maximum relative error of the diagonal elements. We vary

the parameters of all algorithms and plot the error and time trade-offs. The results are reported

in Fig. 4. As can be seen, both RsfIndex-SS and LeWalkIndex-SS can achieve similar errors with

the same running time compared to UST and LEwalk on social networks. They are slightly faster

than UST and LEwalk on road networks. LeWalkIndex-SS is the best algorithm. For example, on
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PowerGrid, it takes 65 seconds for LEwalk to achieve a relative error 0.01, while it takes 32 seconds

for LeWalkIndex-SS. Thus, our algorithm only takes 50% time. The index size of different index

building algorithms is also shown in Fig 7(b). As can be seen, the index size of RsfIndex-SS and

LeWalkIndex-SS is similar to the index size of RwIndex and RsfIndex. Recall that it only requires

to store an additional |U|-dimensional vector. On the largest road network Road-PA, it takes 1523

MB memory. Thus, the index size is still acceptable for large graphs.

Evaluation of query processing algorithms. We compare RW-SS and Push-SS with the SOTA

methods RW-SS-v and Push-SS-v. We evaluate the errors by the maximum relative error, vary the

parameters and plot the empirical error v.s. running time trade-offs. The results are depicted in

Fig. 6. Similar to single pair query, Push-SS is faster on social networks and RW-SS is faster on

road networks. We can find that RW-SS and Push-SS can both answer a single-source query much

faster than RW-SS-v and Push-SS-v. For example, on Road-PA, it takes 30 seconds for RW-SS to
achieve a relative error 0.05, while it takes 2 × 10

4
seconds for RW-SS-v. Thus, our algorithm is up

to 4 orders of magnitude faster than the SOTA methods. This further confirms the effectiveness of

our multiple landmark nodes technique.

6.4 Results of Various Landmark Selection Rules
We study the effect of the choice of the landmark node set V𝑙 by varying both the selection

strategies and |V𝑙 | (i.e. the size of the landmark node setV𝑙 ). Specifically, we vary |V𝑙 | from 1 to

20 for Email-enron, and vary |V𝑙 | from 1 to 500 for PowerGrid. Five heuristic landmark node set

selection strategies including degree, pagerank, Random, degree+ and pagerank+ are evaluated.

Specifically, degree chooses the nodes with the highest degree, pagerank picks the node with the

largest PageRank centrality values when 𝛼 = 0.15, and Random selects nodes randomly. Moreover,

degree+ and pagerank+ are the newly proposed heuristic rules discussed in Section 4.2. The results

of the query processing algorithm RW on Email-enron and PowerGrid are shown in Fig. 8. We

select 5 different |V𝑙 | results to compare different landmark selection rules. We also show the

results of all |V𝑙 | values with the landmark selection rule degree+. As can be seen in Fig. 8 (a)-(d),

for the comparison of different landmark node selection rules, the performance of all the proposed

heuristics is much better than Random. Among them, degree+ is slightly better. These results

suggest that degree+ is a very good landmark node set choice heuristics in practice, which is also

used in our previous experiments. Moreover, Fig. 8 (e)-(h) show that when |V𝑙 | increases, the
running time and the empirical error of RW decrease on both datasets. For PowerGrid, the running
time first decreases when |V𝑙 | grows from 1 to 100, then increases when |V𝑙 | grows larger than
200. This is because our query processing requires computing a quantity that is related to the index

matrices. When |V𝑙 | is large, the overhead of this computation is also large. Notice that the curves

in Fig. 8 (g)-(h) exhibit some oscillations. This is because RW is a Monte Carlo algorithm that can

produce errors in each execution due to the randomness. Thus, when |V𝑙 | increases, the error can
also increase. However, a long-term decrease trend can be observed on both datasets. As a result,

we set |V𝑙 | = 10 for social networks and |V𝑙 | = 100 for road networks by default.

7 RELATEDWORK

Effectiveness resistance computation. There exist several practical algorithms to compute

single-pair (or single-source) effective resistance on large graphs [28, 42, 62]. For example, Peng et

al. [42] proposed several sublinear local algorithms based on random walk sampling to compute

single-pair effective resistance on the graphs with bounded mixing time. Recently, Yang et al. [62]

and Liao et al. [28] independently further improve their performance of the algorithms. In addition,

there are also algorithms to compute the effective resistance of each edge (also called spanning
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edge centrality) in the graph [21, 37, 67]. Note that such a problem is often much easier than the

problem of computing the effective resistance of any pair of query nodes (the two query nodes may

not have an edge), and existing techniques for the spanning edge centrality computation cannot

be used for single-pair (or single-source) effective resistance computation. It is worth mentioning

that theoretically, all-pairs of effective resistance can be approximated in 𝑂 (𝑚 log𝑛

𝜖2
+ 𝑛2) time [49].

However, the algorithm proposed in [49] relies on several complicated techniques with only with

theoretical interests, and its practical performance is often very poor on large graphs [28, 42, 62].

Personalized PageRank computation. Our problem is also closely related to the personalized

PageRank (PPR) computation problem. Random walk sampling algorithms [11, 27, 59] and push

based algorithms [8, 13, 18, 34, 35, 55] are proposed for computing PPR. The state-of-the-art

algorithms compute PPR by combining the two techniques [27, 29, 31, 33, 57–59, 61]. Index-based

methods are also proposed by computing the information of the hub nodes [22, 48, 56, 65]. These

techniques have also been generalized to compute heat Kernel PageRank [23, 63]. However, all

these techniques are mainly designed for PPR computation, and it is unclear how to generalize

these techniques for effective resistance computation. In this paper, we propose several novel

random walk sampling and push based algorithms for computing effective resistance, which are

fundamentally different from existing PPR computation approaches.

Other landmark-based approaches. There are also some other landmark-based approaches in the

field of graph datamanagement. In the problem of shortest path computation [5, 20, 36, 41, 44, 53, 66],

a set of landmark nodes is selected to accelerate shortest path distance query. Specifically, by using

distances to landmark vertices and the triangle inequality, they were able to compute more accurate

lower bounds leading to a significant speed-up of A* search. As the shortest path problem is

closely related NN (nearest neighbor), kNN (k-nearest neighbor) search, a wide range of studies

[1, 2, 15, 38, 39, 54] also select a landmark set and compute the distances from landmarks to all

nodes as an index, building lower bounds to prune unnecessary computation in NN, kNN search.

These studies are focused on the shortest path distance metric. In this paper, we study the problem

of effective resistance computation, which is another distance metric defined based on random

walks. Thus, our multiple landmark-based approaches are totally different from these studies.

8 CONCLUSION
In this paper, we develop a novel index-based approach to efficiently answer both the single-

pair and single-source effective resistance (ER) queries. We first propose three new ER formulas

based on a newly-developed multiple landmarks technique and a concept of Schur complement.

These new formulas enable us to pre-compute a compact index which contains several small-sized

matrices related to the landmark nodes. We propose several efficient and provable Monte Carlo

algorithms to construct the index based on the newly-established probability interpretations of the

Schur complement. With this powerful index, we also develop several provable query processing

algorithms to efficiently answer both the single-pair and single-source ER queries. Extensive

experiments on 5 real-life graphs show that with an acceptable additional space, our algorithms can

achieve up to 4 orders of magnitude faster than the state-of-the-art algorithms while maintaining

the same accuracy.
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